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Abstract

This work was undertaken to contribute to the development of an epi-retinal prosthesis
which may someday restore vision to patients blinded by outer retinal degenerations like
retinitis pigmentosa. By stimulating surviving cells in tens or hundreds of distinct regions
across the retinal surface, the prosthesis might convey the visual scene in the same way
that images are represented on a computer screen. The anatomical and functional arrange-
ment of retinal neurons, however, poses a potential obstacle to the success of this approach.
Stimulation of ganglion cell axons—which lie in the optic nerve fiber layer between stim-
ulating electrodes and their intended targets, and which originate from a relatively diffuse
peripheral region—would probably convey the perception of a peripheral blur, detracting
from the usefulness of the imagery.

Inspired by related findings in brain and peripheral nerve stimulation, experiments were
performed in the isolated rabbit retina to determine if excitation thresholds for ganglion
cell axons could be raised by orienting the stimulating electric field perpendicularly to the
axons’ path. Using a custom-designed apparatus, axon (and possibly dendrite) thresholds
were measured for stimulation through a micro-fabricated array of disk electrodes each hav-
ing a diameter of ten microns. The electrodes were driven singly versus a distant return
(monopolar stimulation) and in pairs (bipolar stimulation) oriented along fibers (longi-
tudinal orientation) or across fibers (transverse orientation). Transverse thresholds were
measured for a range of fiber displacements between the two poles of the bipolar electrode
pair, and compared in each case with the monopolar threshold for the closer pole. Trans-
verse/monopolar threshold ratios were near unity when one of the poles was directly over the
fiber, but rose rapidly with improved centering of the bipolar pair. Longitudinal/monopolar
threshold ratios were near unity over the same range of displacements.

As in previous work by others, thresholds were highest for perpendicular stimulating
fields. Practical application of this result will require electrode designs which minimize
longitudinal fringing fields.

Thesis Supervisor: John L. Wyatt, Jr.
Title: Professor of Electrical Engineering
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Chapter 1

Introduction

1.1 Background and motivation

1.1.1 Neural and retinal prostheses

The human body is composed of cells. Our sensory and motor capabilities arise from
the properties of various types of nerve and muscle cells, from the complex networks
which they form, and from additional supporting cells which maintain a suitable
operating environment. Disruption of these cells and networks, caused by disease or
injury, can result in paralysis or sensory loss.

Neural prostheses can sometimes compensate for lost function, usually by elec-
trically stimulating viable neurons in pathways where natural connections have been
disrupted. Among the most successful examples to date is the cochlear prosthesis,
which provides auditory sensation to otherwise profoundly deaf patients. Deafness of-
ten results from loss of the hair cells of the inner ear, which transform the mechanical
energy of sound into neural signals that can be transmitted to the brain. Cochlear
prostheses electrically stimulate surviving neurons which are post-synaptic to the
hair cells, effectively bypassing the initial parts of the natural auditory pathway. Pro-
longed use of cochlear implants can lead to dramatic improvements in both speech
perception and speech production, and at present there are at least four different
types of commercially available devices (Loizou, 1999).

The visual prosthesis field is less mature. While work on cortically based artificial
vision dates back to the 1960’s (Hambrecht, 1990), researchers have yet to produce a
device ready for routine clinical use. The last decade has seen increasing interest in
the development of a retina-based visual prosthesis (Chow and Chow, 1997; Eckmiller,
1997; Humayun et al., 1999; Rizzo and Wyatt, 1997; Zrenner et al., 1999). Unlike
cortical prostheses, the success of this approach depends on the survival of at least a
subpopulation of retinal neurons. Of critical importance is the survival of the retina’s
output neurons, the ganglion cells. The degenerative disease retinitis pigmentosa,
which affects over a million worldwide (Berson, 1993), fits these criteria. Significant

11



12 CHAPTER 1. INTRODUCTION

populations of ganglion and bipolar cells are spared by this disease despite severe
photoreceptor loss (Santos et al., 1997; Stone et al., 1992). The primary advantages
of a retina-based prosthesis are the surgical accessibility of the ganglion cells and the
topographic ordering of their receptive fields. Further consideration of the relative
merits of the retinal and cortical approaches is provided elsewhere (Normann et al.,
1999; Rizzo and Wyatt, 1997).

This work was undertaken to contribute to the development of a retinal prosthesis
which may someday provide useful artificial vision to patients blinded by diseases like
retinitis pigmentosa. The prosthesis will function by electrically stimulating healthy
inner retinal neurons through a micro-electrode array residing on the retina’s exposed
surface. The design of such a prosthesis entails many lines of inquiry, including selec-
tion of electric stimulation parameters, selection of biocompatible device materials,
development of surgical methods for implantation and fixation of the device, electronic
design of intra- and extra-ocular components, and design of schemes for transmission
of power and signal to the intra-ocular electronics. This thesis is concerned with
selection of electric stimulation parameters for the prosthesis.

1.1.2 Electric stimulation parameters

There are a number of free parameters to consider when designing an electric stim-
ulation method, including the shape and size of the stimulating electrodes, the ar-
rangement of the stimulating electrodes on the retina, the wave shape and duration of
the stimulation current, and the amplitude of the stimulation current. The plausible
parameter space is substantial. While retinal stimulation studies have often used one
of a relatively few conventional electrode shapes (e.g. flat circular, flat annular, ball
end, sharp point), characteristic dimensions can range from microns to hundreds of
microns. In addition, modern micro-fabrication techniques make it possible to pattern
flat stimulating electrodes in any desired shape and configuration with micron reso-
lution. Furthermore, a broad range of current waveforms, durations, and amplitudes
has been successfully used to stimulate the retina. Current waveforms might range
from microseconds to milliseconds in duration and from hundreds of nanoamperes to
milliamperes in amplitude.

Coupling between different stimulation variables reduces the useful parameter
space to some degree. Over a range of durations, for example, the minimum amplitude
capable of eliciting neuronal and perceptual responses will decrease with increasing
stimulus duration (i.e. classic strength-duration behavior). On the other hand, the
minimum effective amplitude for a particular duration may vary with the shape of
the stimulating electrode. Hence many combinations of stimulation parameters will
fail to produce retinal responses and, once identified, can be ruled out for use in a
prosthesis.

Any candidate set of stimulation parameters must be further judged for its ability
to evoke detailed visual sensations, its potential to cause further harm to the retina,
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and its total power consumption. The task of the retinal prosthesis designer is to
locate optimal regions of the parameter space which maximize performance on the
first of these criteria and minimize the latter two.

1.1.3 Objective

The present work aims to elucidate the relationship between the stimulating electrode
geometry and the pattern of evoked neuronal responses. The specific objective is
motivated by considerations of the interface between the prosthesis and retina, and
the types of percepts which might be achievable through such an interface.

The topographic arrangement of receptive fields across the retinal surface lends
itself to a simple model of visual perception. Light arriving from a restricted area
within the visual scene will activate neurons in a corresponding restricted area on the
retinal surface. Conversely, electric stimulation of a small area of retina is expected to
result in a focal visual percept. Electrically evoked visual perceptions, or phosphenes,
have in fact been demonstrated in numerous experiments (see Section 1.2) with var-
ious stimulation methods and degrees of focality. Today’s retinal prosthesis designs
would employ electrode arrays to gain access to a large number of individually ad-
dressable phosphene elements, conveying the visual scene much in the same way that
images are represented on a computer screen.

A major concern is that axons in the nerve fiber layer, lying between an epi-
retinal microelectrode and the target neurons (see Figure 1.1), will be stimulated.
Stimulation of axons emanating from ganglion cells far removed from the point of
stimulation would probably convey the perception of a peripheral blur, detracting
from the usefulness of the imagery. Hence it would be desirable to bypass the axons
while selectively stimulating other parts of the ganglion cells and/or other types of
surviving cells such as bipolar cells.

Some advantage may be gained from the finding in brain and peripheral nerve
experiments that axon thresholds were highest when the stimulating field was oriented
perpendicular to the axon’s path (Ranck, 1975; Rushton, 1927). This finding is also
predicted by theoretical models (Grumet, 1994; Plonsey and Altman, 1988). Thus,
a stimulating electrode geometry which limits field components along axon paths
might permit selective stimulation of more distant retinal elements. The objective of
the present work is to explore this possibility experimentally using an in vitro retina
preparation.

1.2 Related work

There is a substantial and diverse literature devoted to electric stimulation of the
retina. The most recent research was directed, as is this thesis, at retinal prosthesis
development. Prior to the 1990’s, researchers used electric stimulation either to study
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Figure 1.1: Cross-section of rabbit retina with epi-retinal stimulating electrodes il-
lustrated schematically. The section was taken from central retina, a few millimeters
below the optic disk. This is the same region that was used for the experiments of
Chapters 2 and 3. The retina was stained (with hematoxylin and eosin) and im-
aged under the direction of Dr. Charles Dangler, D.V.M., Ph.D of MIT’s Division of
Comparative Medicine.
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retinal processing using a novel type of input or to elucidate the excitation mechanisms
involved.

Of critical interest when considering this body of work are 1) a comparison of
excitation thresholds for ganglion cell axons with thresholds for other retinal elements,
and 2) an examination of how the thresholds for axons and other elements depended
on the choice of stimulation parameters. This section will concentrate on the threshold
comparisons; consideration will be given to absolute thresholds in Chapter 3.

1.2.1 Direct threshold comparisons

Jensen and colleagues (Jensen et al., 1996; Rizzo et al., 1997) and Greenberg (1999)
systematically compared excitation thresholds for ganglion cell axons and somata.
Using two different stimulating electrode types, monopolar and concentric bipolar,
Jensen measured thresholds for producing single spikes in rabbit retinal ganglion
cells. Spikes were recorded from each cell’s axon at a location near the optic disk.
Stimuli were applied in the vicinity of ganglion cell somata and at locations between
the somata and recording electrode, along the axon paths. For both stimulating
electrode types, median axon thresholds were approximately twice a large as median
cell body thresholds. It was also true, however, that cell body and axon thresholds
exhibited broad ranges and overlapped substantially.

In contrast with Jensen’s experimental work, Greenberg used a computational
model to simulate extracellular stimulation of a retinal ganglion cell with a mono-
polar electrode (Greenberg et al., 1999). In general agreement with Jensen’s median
threshold data, Greenberg found that thresholds were 20% to 73% higher for axons
than for cell bodies.

The stimulation parameters in Jensen’s experiments and Greenberg’s simulations
were similar. In both studies, 100µs cathodal stimulation pulses were applied through
radially symmetric monopolar electrodes which were placed against the epi-retinal
surface. In Jensen’s experiments, the electrode had a cone-shaped tip with 5µm of
exposed length, and the return was an Ag/AgCl sheet placed beneath the sclera. In
Greenberg’s simulations, the electrode was either a point source, a 50µm diameter
disk, or a 100µm-diameter disk, with the return at infinity. Jensen also used a con-
centric bipolar stimulating electrode in some experiments. This electrode had a 25µm
diameter, hemispherical tip and a recessed, annular return with an inner diameter of
200µm.

1.2.2 Indirect threshold comparisons

In 1977, Dawson and Radtke observed rather usefully that “one would expect most
retinal cells to respond at some current level” (Dawson and Radtke, 1977). Hence
electrically generated responses might initiate in one type or in many types of retinal
neurons, depending on the current level. At current levels which are just sufficient
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to produce a retinal output, however, only the element(s) with the lowest excitation
thresholds will be directly stimulated. Let’s call such elements maximally sensitive.

The set of maximally sensitive elements might be a function of the parameters
used for stimulation. Also, it might comprise one or more cell types. As illustrated
below, studies which identify these maximally sensitive elements permit indirect,
semi-quantitative comparisons of thresholds for different retinal elements.

In Jensen’s experiments (described above), ganglion cells and their axons were
always stimulated directly, as verified from the short and stable response latencies
and from the persistence of the responses in the presence of the synaptic blocker
cadmium (Jensen, unpublished data). Because no trans-synaptic responses were ob-
served, thresholds for other retinal elements such as bipolar cells and photoreceptors
must have been comparatively high. A similar inference cannot be drawn from Green-
berg’s simulations (also described above), since only ganglion cells were included in
the model.

Jensen (1996) also created maps of ganglion cells’ electrical receptive fields, as did
Greenberg in an experimental study of frog retina (Greenberg, 1998c). The maps were
produced by measuring spike thresholds for a large number of stimulating electrode
positions in the vicinity of the cell body. In general thresholds increased with distance
from a concentrated region of low thresholds, but sometimes there were elongated low-
threshold regions extending toward the optic disk. Stimuli were presumably acting
on axons in these cases, indicating that axon thresholds were comparatively low.

The stimulation parameters used by Jensen were described in the previous Section.
Greenberg (1998c) delivered 0.52ms stimuli to the frog epi-retinal surface through
an array of 400µm diameter disk electrodes in a variety of monopolar and bipolar
configurations. For monopolar stimulation, the return electrode was either placed on
the same side of the retina as the stimulating array, several millimeters distant, or
else on the opposite (extra-ocular) side of the sclera, directly beneath the stimulating
array. Pairs of electrodes with 113µm edge-to-edge separation, oriented either in
parallel with or perpendicular to the presumed axon path, were used for bipolar
stimulation (see Section 1.2.5 for further discussion of these bipolar measurements).

In a number of other accounts, the lowest amplitude stimuli elicited responses
whose properties were inconsistent with axon stimulation. Phosphenes elicited in
alert human subjects, for example, were localized and corresponded well with elec-
trode positions (Brindley, 1955; Humayun et al., 1996; Humayun et al., 1999). An-
other phosphene study demonstrated non-linear strength duration curves consistent
with an hypothesized interaction of distinct ON and OFF processes (Howarth, 1954).
These processes presumably arose within the retinal network. Two additional studies
described complex responses which lasted up to two orders of magnitude longer than
the originating stimuli (Crapper and Noell, 1963; Doty and Grimm, 1962). Such re-
sponses, like Howarth’s, probably arose within the retinal network. Finally, a study of
in vitro frog retina reported on a number of properties of threshold response latencies
for ganglion cell spikes (Greenberg, 1998a). Latencies were high (9.8-12.2ms) in nor-
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mal retinal and low (3.7ms) in the presence of the synaptic blocker cadmium. More
interestingly, the latencies in normal retina fell with increasing current level until a
discontinuous jump in latency occurred from 6-7ms to 3-4ms. The lower-threshold,
higher-latency responses were consistent with stimulation of elements pre-synaptic to
ganglion cells, whereas the higher-threshold, lower-latency responses arose in ganglion
cells or their axons. Two of the other studies mentioned above (Crapper and Noell,
1963; Doty and Grimm, 1962) also described a similar duality of response types.
Though not maximally sensitive in these studies, axons may have been stimulated at
thresholds which were only slightly higher than the thresholds for other elements.

Stimulation parameters for these seven studies are summarized in Table 1.1.

1.2.3 The pulse duration hypothesis

Greenberg (1998b) argued that ganglion cell stimulation—at the axon or otherwise—
can be avoided completely by using sufficiently long (>.5ms) stimulation pulses. Pri-
mary support for this claim came from a series of strength-duration curves for ganglion
cell spikes in the frog retina. To isolate direct ganglion cell stimulation from stim-
ulation of deeper cells, Greenberg measured some of the strength-duration curves in
the presence of the synaptic blocker cadmium. The stimulating electrode type and
placement, which were identical to those used in another study (Greenberg, 1998a),
are listed in Table 1.1.

Addition of cadmium to the bathing medium raised the rheobase and lowered the
chronaxie relative to normal retina. In addition, the strength duration curves for
normal retina, which were measured under both light and in the dark conditions, in-
tersected the cadmium curve such that thresholds under cadmium were relatively high
for long stimulation pulses and relatively low for short pulses. Hence ganglion cells
would be expected to be maximally sensitive at short pulse durations whereas other
retinal elements would be maximally sensitive at longer pulse durations. Support for
this hypothesis came from a phosphene experiment in which a 0.7mm disk was placed
against a blind patient’s retina and the pulse duration varied. Phosphenes were rel-
atively focal for 1-8ms durations but became elongated when the pulse duration was
lowered to 0.5ms.

Two alternative numerical substitutes for the boundary between “short” and
“long” can be determined from the durations at which strength-duration curves for
normal and cadmium conditions intersected. These were roughly 0.1ms for dark-
adapted retina and 3ms for light-adapted retina. The 0.5ms boundary suggested by
Greenberg falls between these intersection points, and comes apparently from the
phosphene experiment. With one exception (Brindley, 1955), the studies in Table 1.1
are consistent the Greenberg’s hypothesis since stimuli were 0.5ms or greater and
axon thresholds were comparatively high.
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Study Response type

(species)
Stimulus phase

duration
Electrode type Electrode placement

Brindley (1955) Phosphenes
(human)

a few µs – DC Various monopolar and
bipolar, several mm long

Against the conjunctiva;
monopolar return in mouth

Crapper & Noell
(1963)

GC spikes
(rabbit)

0.5ms Monopolar Vitreous; return under the skin
overlying the sacrum

Doty & Grimm
(1962)

Cortical
potentials
(cat)

1ms Bipolar, 1mm separation Epi-retinal surface; various
orientations relative to axons

Greenberg
(1998a)

GC spikes
(frog)

0.52ms Monopolar, 1.5mm diameter Scleral surface; return several
mm distant on epi-retinal side

Howarth (1954) Phosphenes
(human)

7–100ms Monopolar Forehead; return in hand

Humayun (1996) Phosphenes
(human)

1–4ms Various monopolar & bipolar,
50-200µm diameter

500µm above epi-retinal
surface; monopolar return at a
distant location

Humayun (1999) Phosphenes
(human)

≤2ms Arrays: 400µm disks;
monopolar & bipolar

Epi-retinal surface; monopolar
return on shoulder

Wire electrodes: 25–125µm
disks; monopolar & bipolar

500µm above epi-retinal
surface; monopolar return on
shoulder

Table 1.1: Summary of stimulation parameters for seven studies in which axons were not maximally sensitive. Excitation
thresholds for a number of studies—one appearing in this table and several mentioned in the text—are listed in Table 3.4.
Abbreviations: GC = ganglion cell.
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1.2.4 Other studies

A number studies not described above are equivocal for the purpose of comparing
thresholds for axons and other retinal elements. Several researchers, for example,
recorded exclusively from retinal neurons which preceded ganglion cells in the vi-
sual pathway and would not have observed responses arising in axons, had they
occurred (Miyachi et al., 1984; Murakami et al., 1982; Toyoda and Fujimoto, 1984;
Trifonov and Byzov, 1977). Ogden and Brown, on the other hand, recorded an-
tidromic ganglion cell spikes and several other types of responses at various retinal
depths, but did not determine the thresholds for these (Ogden and Brown, 1964).
In still other studies, recordings were made from or subsequent to ganglion cells,
and stimulation thresholds determined as well, but initial excitation sites were not
identified (Dawson and Radtke, 1977; Humayun et al., 1994). Finally, a number of
researchers demonstrated complex responses in vitro which, like Howarth’s, probably
arose in the retinal network, but did not (or had no reason to) convincingly rule
out the possibility that axons were stimulated directly as well (Gernandt and Granit,
1947; Granit, 1946; Granit, 1948; Knighton, 1975; Molotchnikoff, 1976; Molotchnikoff
and Lachapelle, 1978; Potts and Inoue, 1970).

1.2.5 Discussion

In numerous experiments and in one computational study, excitation thresholds were
generally higher for axons than for other retinal elements. However, in most of these
studies the stimulating electrodes were not placed against the epi-retinal surface,
as they would be in an eventual implant. As discussed further in Section 4.2, this
realistic configuration is also particularly well-suited for axon stimulation. Where
stimuli were applied to the epi-retinal surface and direct threshold comparisons for
axons and other elements (specifically, ganglion cell bodies) were made, thresholds
for the two groups showed broad overlap, with median thresholds for the former no
more than twice as large as median thresholds for the latter.

The margin of axon thresholds above other elements’ thresholds might be sub-
stantially raised using electrode designs which produce stimulating fields running
perpendicularly to axons. This hypothesis has not been systematically tested in
retina, though a few measurements suggestive of it were made by Greenberg (1998c)
using bipolar electrodes at the epi-retinal surface in frogs. Consistent with the hy-
pothesis, axon stimulation was never observed when the bipolar electrode pair was
oriented perpendicular to the presumed axon path (N=2 cells). Furthermore, axon
stimulation did occur in one of the two cases where the bipolar pair was oriented in
parallel with the presumed axon path. However, the axon locations relative to the
stimulating electrodes—which was found in the present work to strongly influence the
dependence of axon thresholds on the orientation of the bipolar pair—were neither
known nor estimated.
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1.3 What’s In This Thesis

In pursuit of the goal described above, I constructed a new experimental apparatus
and conducted experiments on isolated rabbit retinas. The setup employed micro-
fabricated electrode arrays, which allowed rapid switching between different electrode
configurations without mechanical disruption of the tissue, and provided tremendous
flexibility in patterning electrode shapes and arrangements. Axon (and possibly den-
drite) excitation thresholds were measured using 10µm diameter disk stimulating
electrodes, both singly versus a distant return (monopolar stimulation) and in pairs
(bipolar stimulation). Bipolar electrode pairs were oriented across the fibers under
study (transverse orientation) and along the fibers (longitudinal orientation). Thresh-
olds for transverse bipolar stimulation were compared with those for monopolar and
longitudinal bipolar stimulation at the same distance from the fiber. Transverse
thresholds were greater than monopolar or longitudinal thresholds, provided that the
target fiber was near the midpoint between the two electrodes used for transverse
bipolar stimulation. The ratio of transverse to longitudinal thresholds was close to
unity if one of the electrodes forming the bipolar pair was directly over the fiber, and
rose rapidly as the fiber approached the midpoint. The largest measured ratio was
about 3.5. These results are consistent with theory and previous experiments, since
thresholds were highest when the stimulating field was most nearly perpendicular to
fibers, but show that bipolar electrode pairs formed from 10µm diameter disks would
not be optimal for use in a retinal prosthesis.

The remainder of the thesis is structured as follows:

Chapter 2 describes the method developed to stimulate and record from patches of
isolated retina using a planar microelectrode array.

Chapter 3 describes measurements of thresholds for generating single spikes in fibers
using monopolar and bipolar stimulating electrodes.

Chapter 4 considers the strengths and weaknesses of the new experimental methods,
and comments on the implications of the thesis results for the design of an epi-
retinal prosthesis.

Chapter 5 puts forth some thoughts for future work.

Appendix A presents data from one set of measurements where thresholds were
determined for an in vitro human retina.

Appendix B provides detail on the design of custom electronic instruments used in
the experimental setup.

Appendix C summarizes efforts to reduce stimulus artifacts.



Chapter 2

Multi-Electrode Stimulation and
Recording In the Isolated Retina

2.1 Introduction

This chapter describes the methods used to stimulate and record from neurons in
isolated retinas using a planar, photo-lithographically patterned multi-electrode ar-
ray. The methods are adapted primarily from two sources: Ames’ in vitro rabbit
retina preparation (Ames III and Nesbett, 1981), and the techniques of Meister,
Pine, and Baylor for multi-electrode ganglion cell recording (Meister et al., 1994).
These methods were used to conduct studies of ganglion cell axon (and possibly den-
drite) excitation thresholds as a function of monopolar electrode position and bipolar
electrode orientation, the results of which are described in Chapter 3.

The experimental methods were developed specifically for this thesis, in an effort to
improve upon techniques used by a colleague, Ralph Jensen, for similar work (Jensen
et al., 1996; Rizzo et al., 1997). Jensen measured thresholds for eliciting single gan-
glion cell spikes with a sharp-ended stimulating electrode placed at various points
on and above the retinal surface, to provide a quantitative description of the spatial
extent of electric stimulation. This technique offered a fairly limited choice of stim-
ulating electrode geometries, typically a central point or disk, optionally surrounded
by a concentric ring. Furthermore, it was necessary to raise and re-lower the stim-
ulating electrode when changing the position of on-surface threshold measurements
to reduce the likelihood of dragging the retina. Dragging was undesirable because it
could introduce electrode placement imprecision or “loss” of a neuron which had been
inadvertently moved away from the recording electrode. The possibility of dragging
could not be completely eliminated, however, since the stimulating electrode had to
be moved between threshold measurements.

Mechanical disruption of the retina may be avoided by using a multi-electrode
array instead of a single electrode (Greenberg, 1998c; Kuras and Gutmanienė, 1997).
Stimulus positions and geometries are controlled by the choice of stimulator con-
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Figure 2.1: Method for isolating retina from the pigment epithelium.

nections to the array, allowing for rapid switching among a large number of config-
urations. Photolithographic techniques, which have been used in electrophysiology
research since the 1970’s (Pickard, 1979), make it possible to pattern these arrays
with essentially arbitrary electrode geometries and distributions.

2.2 In vitro preparation

Retinas were prepared for study as follows. Female Dutch Belted rabbits, weighing
2-2.5kg, were sedated by intramuscular injection of ketamine (35mg/kg) and xylazine
(5mg/kg). The rabbits were then sacrificed by an intravenous overdose of sodium pen-
tobarbitol. Immediately following death, one of the eyes was removed and a small cut
made near its equator using a sharp blade. The cut was advanced completely around
the eyeball using miniature surgical scissors. The front portion of the eye and the
vitreous were then gently pulled away with forceps as Ames’ medium (Sigma Chem-
ical Co., St. Louis, MO, USA) was poured into the eyecup. The Ames’ medium was
buffered with sodium bicarbonate (per manufacturer’s instructions) and equilibrated
with a gas mixture of 95% oxygen and 5% carbon dioxide, bringing the solution pH
to 7.3-7.4. The interval between death and introduction of medium was five to seven
minutes.

To facilitate separation of the retina from the pigment epithelium, the eyecup was
turned inside-out and mounted under medium on a rounded Teflon rod as illustrated
in Figure 2.1. A plane of cleavage was developed between the retina and pigment
epithelium using a round-tipped glass rod, and the retina progressively separated
from the pigment epithelium by advancing the cleavage plane toward the optic disk
while rotating the Teflon rod about its central axis. When only the attachment at
the optic disk remained, the sclera and choroid were cut from around the disk leaving
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just the retina and small segment of optic nerve.

The retina was transferred to a shallow dish filled with medium, using the nerve
stump as a handle. The stump was then cut away so that the retina could be laid
flat against the bottom of the dish and a small trapezoid-shaped patch cut from the
central portion, a few millimeters below the optic disk.

The patch and a small volume of medium were transferred to a fluid-tight chamber
created by sealing a plastic frame to an electrode array which formed the floor. The
patch was positioned at the center of the array with the ganglion cells facing the
exposed electrodes, and oriented so that the cluster of stimulating electrodes was
between the optic disk and the cluster of recording electrodes (see Figure 2.2). The
optic disk was not actually contained within the patch area—rather, it’s location in
an intact retina could be deduced from the shape of the patch. Medium was then
removed from the chamber to the fix the retina in place, and a castle-shaped brace
lowered onto the retina to hold it against the array. The assembly consisting of brace,
retina, frame, and array is illustrated in Figure 2.3a. The center of the brace was
hollow and covered with dialysis membrane (Spectrum, Laguna Hills, CA, USA) so
as to provide light force on the retina while allowing for exchange of Ames’ medium.
Spacers (approximately 100µm thick) were glued to the bottom of the brace to prevent
excessive force on the retina. A detailed view of the brace is shown in Figure 2.3b.
The chamber was immediately refilled with fluid once the brace was in place.

Medium was brought to one side of the chamber from a drip-bottle hanging above
the preparation. A valve limited the inflow rate to approximately one milliliter per
minute. Fluid was removed from the opposite end of the chamber by a peristaltic
pump. The array rested on a metallic base which was warmed to 32-34 degrees Celsius
using DC ohmic heaters. This slightly cool temperature was used because at higher
temperatures the retina left behind sticky residues which reduced the lifetime of the
arrays. Though some measurements were made at 37-38 degrees Celsius, these were
too few in number to support any general statements about the possible effects of
temperature on thresholds.

All manipulations and measurements were carried out in dim white light. Phys-
iologic responses were studied under these conditions for a period of four to nine
hours.

2.3 Electrode array design

The electrode arrays were formed by patterning a series of conducting and insulat-
ing layers on a rigid glass substrate measuring 0.8mm × 24.4mm × 40.9mm. Each
electrode was a 10µm-diameter disk, and each could be used for either stimulation
or recording. In most cases, half of the electrodes were used for stimulation and the
other half for recording.
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Figure 2.2: Head on view of the electrode array. During an experiment the retina
patch was oriented so that in an intact retina the optic disk would be located below
the stimulating electrodes.
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Figure 2.3: (a) Array assembly. During experiments the array, frame, retina and
castle-shaped brace were vertically compacted. The frame was sealed to the array
with RTV118 silicone (GE Silicones, Waterford, NY, USA) to provide a fluid-tight
seal. The leaves at the top of the brace pressed tightly against the walls of the frame
so that the bathing medium would not buoy it up off of the retina. (b) Detailed view
of the brace.
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Figure 2.4: Cross-section view of the electrode array (not to scale). Abbreviations
and layer thicknesses: cr=chrome, 650Å; au=gold, 5000Å; s=silicon nitride, 2000Å;
pi=polyimide, 10µm; pt=platinum black, approximately 10µm.

2.3.1 Cross-section

A cross-section view of the electrode array is shown in Figure 2.4. The thin chrome
layer acted as a glue between the gold and glass, which do not adhere well to one
another. A combination of silicon nitride and polyimide were used as insulation. The
silicon nitride provided an effective barrier to resistive current flow, while the thick
polyimide layer reduced capacitance between the gold wires and solution. To reduce
electrode impedances to approximately 100kΩ magnitude at 1kHz, the gold surfaces
were coated with platinum black (Kovacs, 1994; Regehr et al., 1989). This was
accomplished by immersing the electrodes in a dilute solution of chloroplatinic acid
and lead acetate (YSI Inc., Yellow Springs, OH, USA) and driving -0.3µA through
each 10µm-diameter electrode, using a platinum wire for the return, for approximately
ten seconds. The same treatment was re-applied as needed if, for example, electrodes
had a low signal-to-noise ratio when used for recording.

2.3.2 Electrode layout

The electrode array pattern used in this thesis is shown in Figure 2.2.The dark spots
in the Figure are 10µm-diameter areas where the gold conductors were exposed and
coated with platinum black. The polyimide and silicon nitride insulation layers, which
are not visible in the image, cover the entire area except for the platinized electrodes.

The electrodes on the array were grouped into two clusters, one typically used for
recording and the other for stimulation. The clusters were spaced several hundred mi-
crons apart to reduce stimulus artifacts, as discussed in Section 2.4.5. The electrodes
in the recording cluster were arranged hexagonally on 70µm centers, as in other stud-
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ies where similar recordings were made (Meister et al., 1994). The electrodes in the
stimulating cluster were spaced more closely together, with 25µm center-to-center
spacing, to allow for good resolution (i.e. on the order of the electrode diameter)
when sampling thresholds versus position.

2.3.3 Electrical connections to instruments

The lighter lines in Figure 2.2 are chrome/gold wires which extended to the edges
of the glass substrate and provided individual access to each electrode. Following
preparation of the retina patch, the electrode access wires were brought into register
with conducting traces on an adjacent printed circuit board. Voltages and currents
were transmitted between the edges of the array and the printed circuit board through
a Zebra Connector (Fujipoly America Corp., Kenilworth, NJ, USA). Conventional
.025-inch square post connectors on the circuit board board provided access to the
stimulator and nerve response amplifiers.

2.4 Data acquisition

The data acquisition system consisted of: (1) a voltage-controlled current source
stimulator, with monitor amplifiers to measure the stimulus current and voltage; (2)
an eight-channel nerve response amplifier, consisting of a pre-amplifier board located
near the retina preparation and a rack-mounted high gain amplifier; (3) a Pentium
computer with analog/digital interfaces; (4) a four-channel oscilloscope; (5) a speaker.
The block-diagram in Figure 2.5 illustrates how these components were connected.
The stimulator, monitor amplifiers and nerve response amplifiers were designed as
part of the thesis. Circuit schematics and design considerations for these appear in
Appendix B.

2.4.1 Multi-channel nerve response amplifier

The nerve response amplifier consisted of eight identical channels each with gain
10,000 and bandwidth 20-10,000Hz. The input to each amplifier was connected in
parallel to eight electrodes through electro-mechanical relays, with only one relay in
the closed position at a time. Channel inputs were selected using either pushbutton
controls or software, allowing for easy monitoring of all sixty-four electrodes on the
array during an experiment. Each channel measured the voltage of a single electrode
relative to an earthed platinum wire at a distant location in the bathing medium.
With the electrodes platinized and the retina patch mounted on the array, the noise
floor for the amplifiers was typically 5-10µV rms.
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Figure 2.5: Block diagram of the data acquisition system.

2.4.2 Stimulator

The stimulator delivered a current proportional to its input voltage by 2µA/V. It was
capable of delivering .01-20µA with .01µA minimum resolution, ±3.5V compliance,
and a 10-90% risetime of 10µs when driving electrodes. Monitor amplifiers, built on
the same circuit board as the stimulator, measured the load current and voltage. The
load current was determined by measuring the voltage across a 10kΩ resistor placed
in series with the load.

After a number of experiments had been completed, a calibration test was per-
formed wherein the stimulation current was measured by a second method indepen-
dent of the current monitor circuit used in the experiments. With the same stimulator
configuration used in the experiments, threshold-level stimulation pulses were deliv-
ered to a resistor load. The voltage across the resistor was then measured differentially
using a Tektronix TAS475 oscilloscope, and the current calculated by dividing this
voltage by the load resistance. The oscilloscope measurement matched that of the
current monitor.

The stimulator and monitor amplifier circuits were optically isolated from earth
potential, which was used as the reference voltage for amplifying nerve responses.

2.4.3 Computer interface

The computer interface was implemented on a Pentium computer running the Linux
operating system. Analog and digital signals were accessed and controlled though
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a PC-resident DAP3000a/212 input/output card (Microstar Laboratories, Bellevue,
WA, USA). A 100kHz update rate was used for generating stimulus signals. For
recording, 20kHz and 100kHz sampling rates were used for surveys of simultaneous
activity at multiple sites and for threshold measurements at a single site, respectively.

A custom interface written in MATLAB was used to generate stimulation wave-
forms, display and analyze data, and control amplifier channel settings.

2.4.4 Oscilloscope and speakers

A four-channel oscilloscope and speaker provided additional means of monitoring
nerve activity. The speaker was usually connected to a recording site with moder-
ate spontaneous activity (see Section 2.5.1), which produced audible clicks above the
baseline noise, and left on for the duration of an experiment. A steady stream of clicks
over a period of hours was taken as a sign of good retinal health. The oscilloscope
was used for measurements where the computer’s re-plotting rate (approximately 1Hz
using MATLAB’s plot() command for eight 1000-point waveforms) was unaccept-
ably slow. Examples included surveys of average discharge rates across the array and
determinations of approximate excitation thresholds (see Section 2.5.2).

2.4.5 Reducing stimulus artifacts

A substantial effort, described further in Appendix C, was devoted to reducing stim-
ulus artifacts. Two measures taken toward this end were particularly effective. These
had the common aim of reducing coupling between the stimulating and recording
instruments. First, the quality of the electrode insulation was improved by increasing
the thickness of the polyimide layer from 1µm (used in early designs) to 10µm and
by adding a silicon nitride layer (not present in early designs). These changes were
motivated by the finding that stimulus artifacts were due in part to parasitic leakage
between access wires for stimulating and recording electrodes. Compared with initial
designs, the new arrays had less leakage between wires and smaller stimulus artifacts∗.
Second, the layout of the electrodes was modified from the original all-hexagonal ar-
rangement (Meister et al., 1994; Regehr et al., 1989). To reduce coupling through
tissue and parasitic current pathways, the electrodes were divided among two clus-
ters spaced several hundred microns apart, with their access wires running to opposite
edges of the array.

A number of conventional techniques were either found not to reduce the arti-
facts or were not fully exploited. A sample-and-hold circuit, for example, was placed
between the preamplifier and high gain stage in all eight of the nerve response am-

∗It has been suggested that the reductions in leakage and artifacts were due primarily to the
addition of the silicon nitride layer, since polyimide may support ionic current flow (J. Pine –
personal communication). An attempt has not been made to distinguish between contributions of
thickening the polyimide and adding the silicon nitride.
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plifiers, to prevent saturation and transients in high-pass filters. This circuit offered
no consistent improvement. The preamplifiers did not typically saturate either, as
verified by direct examination of their outputs. Hence the dominant artifact source
was present at pre-amplifier inputs.

In addition, current sources and stimulus monitors were all optically isolated from
the recording ground. The isolation was compromised, however, when making mono-
polar threshold measurements. For these measurements the negative terminal of the
current source was connected to the recording ground, which served as the distant
return. Stimulus artifacts in such cases were larger than for the bipolar stimula-
tion configurations used in Chapter 3, but were still acceptable for a useful range of
low-amplitude stimuli.

2.5 Physiologic recordings

2.5.1 Spontaneous and light-evoked activity

Varying amounts of nerve activity were discernible in the voltage signals at the re-
sponse amplifier outputs, with spontaneous activity present on most recording sites.
Spontaneously active sites produced signals consisting of a time series of discrete
discharges, ranging in frequency from below one discharge/sec up to several tens of
discharges/sec, superimposed on the baseline noise.

The discharges were judged to be single unit action potentials from ganglion cells
(or possibly displaced, spiking amacrine cells), based on the following properties:

• rates of spontaneous discharge consistent with previous reports from rabbit
retina (Ames III and Pollen, 1969; Caldwell and Daw, 1978; Ames III and
Masland, 1976),

• burst responses to changes in illumination observed upon passing one’s
hand (darkening) or a flashlight beam (brightening) over the preparation,

• discharge amplitudes consistent with those obtained from salamander gan-
glion cells using a similar preparation (Meister et al., 1994), and

• discharge waveforms resembling those found in the cat retina (Kuffler, 1953).

The discharge waveforms, while somewhat variable, were well represented by the
three types shown in Figure 2.6. The Type 1 discharges had a prominent initial
negative deflection lasting 300-400µs, followed by a smaller, longer lasting positive
deflection. Type 2 discharges had an initial positive deflection followed by a negative
deflection, with a total duration comparable to that of the initial negative deflection
of the Type 1 discharges. The Type 3 discharges had an initial positive-negative
sequence like the Type 2 discharges, but also had a third, positive deflection.
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Figure 2.6: Examples of different spontaneous discharge types. Negative electrode
voltages are plotted downward.

Correlated discharges on two or more electrodes, arising from pickup of the same
unit, were common (Meister et al., 1994). These correlations often appeared on neigh-
boring electrodes in the recording cluster, among all combinations of discharge types
(i.e. Type i/Type j, where i, j=1,2,3). On the other hand, Type 2 discharges some-
times appeared in near simultaneity with discharges—of any type—on electrodes sev-
eral hundred microns away. Furthermore, Type 2/Type 2 correlated discharges could
be found on as many as four recording sites. These correlations always appeared on
groups of electrodes roughly aligned with the expected optic nerve fiber direction.
Closer inspection of the waveforms revealed a systematic ordering, with discharges
appearing first on the recording sites furthest from the optic disk, and progressively
later with decreasing distance from the disk. Apparent velocities, computed by di-
viding the distance between recoding sites by the time delay between negative peaks
of the discharges, were 0.8-1.5m/s (n=13). These correlation properties, which were
only seen for the Type 2 discharges, suggest that the Type 2 discharges were generated
by ganglion cell axons, as discussed in Section 2.6.

It was also common to record numerous discharges of different types and ampli-
tudes from a single electrode.

2.5.2 Electrically evoked activity

Properties of electrically evoked activity were studied by injecting current through
stimulating electrodes while monitoring voltages in the recording cluster. All measure-
ments in this chapter were made using a monopolar configuration, with the stimulator
connected between a single stimulating electrode and the distant recording ground.
Unless otherwise specified, stimuli were charge-balanced biphasic pulse pairs (anodic
phase first) with 400µs phases and 400µs intra-phase delay, applied at a rate of 10/sec.
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Figure 2.7: Overlay of response waveforms for four different stimulus amplitudes,
before (middle traces) and after (bottom traces) addition of 150nM tetrodotoxin.
The stimuli (top trace) were applied “by hand” at roughly fifteen second intervals.
The amplitudes were I = ±.10, ±.14, ±.20, and ±.29µA.

Stimulus artifacts, graded potentials, and spikes

Figure 2.7 shows the most commonly observed responses to electric stimulation. In
normal medium (middle traces), the responses had three components, labeled A, B,
and C, which all grew with increasing stimulus amplitude. The A and B components
were coincident with the positive and negative phases of the stimulus waveform (top
trace), respectively, while component C arrived after the end of the stimulus. Addition
of 150nM tetrodotoxin (TTX) abolished only the C component, as shown in the
bottom traces. Hence the A and B components were stimulus artifacts while the
C component was of neuronal origin.

It was also possible to record responses that, when they appeared, varied little
with stimulus amplitude. This property is illustrated in Figure 2.8. Response compo-
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Figure 2.8: Response waveforms with an all-or-none component. Stimuli had the
same timing and levels as in Figure 2.7.
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Figure 2.9: Example threshold measurement, with Ia = .22µA and the same stimulus
timing as in Figure 2.7. Each waveform entering the region bounded by the dashed
lines was counted as a response. Vertical ticks are at 100µV intervals.

nents A and B were stimulus artifacts as before. The D component failed to appear
in response to the lowest amplitude stimulus and also after addition of 150nM TTX.
While the latency of the D component was variable for the three largest stimuli, the
response shape was highly conserved.

At specific threshold amplitudes the all-or-none responses appeared variably and
with variable latencies. To measure thresholds precisely, an approximate threshold Ia
was first determined by applying stimuli at a rate of 2-5/sec and manually varying the
amplitude until the all-or-none response occurred roughly half the time. Next, the
computer was used to present ten stimuli at each of three different amplitudes in a
randomized order at 10/sec. Results from the automated measurement were plotted
after presentation of all thirty stimuli. An example is illustrated in Figure 2.9. In
this case the estimate Ia was equal to the threshold, defined as the amplitude at
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Figure 2.10: Normalized thresholds vs. phase duration for seven recording sites in
seven retinas. Stimuli were anodic-first charge-balanced biphasic pulse pairs with
equal phase durations and 400µs intra-phase delay. Thresholds at each recording site
were normalized to the threshold for 1600µs phase duration. A unique symbol is used
to plot measurements from each cell.

which responses occurred on half of the stimulus presentations. A relatively small
deviation from Ia was sufficient to eliminate the variability: responses occurred on
every presentation at ten percent above Ia and on no presentations at ten percent
below Ia.

The thresholds for the all-or-none responses were dependent on the stimulus phase
duration, as shown in Figure 2.10. Thresholds fell with increasing phase duration.

Responses were also refractory. This property was observed in several experiments,
and measured carefully in one. The experiment utilized a pair of 400µs cathodal
pulses, separated by a variable delay, as the stimulus. The first pulse was set to a
supra-threshold amplitude, and the excitation threshold for the second pulse measured
as a function of intra-pulse delay. Thresholds rose by 1.5 times as the delay between
the two pulses was reduced from 4ms to 1ms.

Based on the all-or-none, duration-dependent, and refractory properties, as well
as sensitivity to TTX, these responses were judged to be single unit spikes.
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Additional properties of spike responses

While stimuli were almost always biphasic, the cathodic phase of the stimulus was
most effective for generating spikes. The roles of the anodic and cathodic phases in
spike generation were investigated by applying anodic-first and cathodic-first stimuli
to the same unit. As exemplified in Figure 2.11, spike responses tracked the cathodic
phase of the stimulus. The spikes were generated by the cathodic phase, and hence
cathodic thresholds were lower than anodic thresholds. Furthermore, thresholds were
the same for anodic-first and cathodic-first stimuli for a 400µs intra-phase delay.
Anodic-first stimuli were used in order to minimize contamination of the response
signal by the stimulus artifact.

A number of additional properties were characterized to support the claim (see
Section 2.6) that responses were due to direct stimulation of ganglion cell axons. Two
properties suggested that stimulation was direct rather than trans-synaptic. First, as
suggested by the tests for refractoriness, spikes could be generated at high repetition
rates. An example is illustrated in Figure 2.12, where responses were produced at
approximately 2ms intervals. Second, spike responses were robust to addition of
200µM cadmium (a synaptic blocker) to the bathing medium. During fifteen minute
period following start of cadmium flow, thresholds fluctuated but remained close to
(within 30% of) pre-cadmium values. By contrast, responses to light were eliminated
within minutes of the introduction of cadmium.

In a third type of measurement, thresholds were determined at numerous locations
in the stimulating electrode cluster to produce a rough map of the target. Threshold
variations with distance were different for the horizontal and vertical directions on
the stimulating grid, as shown in the map of Figure 2.13.

The lowest thresholds on the map occurred along a vertical line, presumably clos-
est to site(s) of excitation, with thresholds rising to the left and right. While the
thresholds varied with vertical distance in the left and right columns, the threshold
change per unit distance was at least a factor of two smaller than variations in the
horizontal direction. Hence the target had an elongated, nearly vertically aligned
geometry. This pattern of threshold changes was consistent across a number of ex-
periments which will be described in Chapter 3.

Additional notes on threshold measurements

Dashed lines like the ones in Figure 2.9 were used to define a range of amplitudes and
a segment of time that were used as a criteria for discriminating all-or-none responses
from other signal components such as stimulus artifacts and discharges from other
neurons. The line positions, which could be altered as needed during an experiment,
were always identical in the response plots for the three different stimulus amplitudes
used for each threshold measurement (see Figure 2.9). The tallies on the right side
of the Figure were computed by counting only response waveforms with ten or more
sample points (≥100µs total duration) in the region bounded by the four lines.
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Figure 2.11: Stimulus and response waveforms for anodic-first and cathodic-first stim-
ulation. The interval from the end of the cathodic phase to the negative peak of the
spike, indicated by the horizontal lines below each waveform, was equal for the two
cases (d = 620µs). An unusually long intra-phase delay of about 1ms was used to
minimize contamination of the response by the artifact accompanying the anodic
phase of the cathodic-first stimulus. The stimulus level was .17µA.
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Figure 2.12: Responses to repetitive supra-threshold stimulation at approximately
500 stimuli/sec. Spikes are indicated by the dots below them.

Figure 2.13: Map of thresholds for a
single unit, measured by connecting the
stimulator to nine different electrodes
in the stimulating electrode cluster, one
electrode at a time. Thresholds are in
µA.
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Since the recording electrodes often picked up discharges from multiple neurons,
the shape of an all-or-none spike was stored at the beginning of a series of measure-
ments. The stored spike was then displayed on the computer screen in a contrasting
color while additional responses were measured. A series of responses—measured
against variations in some stimulation parameter—was only attributed to one cell
if these responses could be distinguished from other signal components and if they
resembled the template.

The initial threshold estimate Ia was not always exact as in Figure 2.9. In cases
where less than five responses were generated at one of the stimulus amplitudes and
more than five responses were generated at a larger amplitude, thresholds were esti-
mated by linear interpolation.

Control measurements, taken under nominally the same conditions as an earlier
measurement, were often made during the course of an experiment. These usually fell
within ±10% of the initial measurement. Out of 25 repeat measurements from eight
cells, for example, 19 of these were within ±10% of the initial measurement and all
were within ±26%.

2.6 Discussion

This chapter has described a method for electrically stimulating and recording from
retinal neurons using a multi-electrode array, and illustrated basic properties of the
responses thereby obtained. One of the primary strengths of this method was illus-
trated in the example map of Figure 2.13, where excitation thresholds for a large
number of electrode configurations were rapidly measured without any mechanical
disruption of the retina preparation. This capability will be further exploited in
Chapter 3. A second strength of this method is the great flexibility it affords in the
design of stimulating electrode geometries. Further application of this advantage to
the optimization of stimulation parameters for an epi-retinal prosthesis will be the
focus of future work, as discussed in Chapter 5.

The arrangement of electrodes and orientation of the retina on the array were
chosen to facilitate the study of excitation thresholds for ganglion cell axons. Several
lines of evidence weigh against other stimulation sites such as pre-synaptic neurons or
somata. Two different results discount the possibility of trans-synaptic stimulation.
First, the responses remained in the presence of the synaptic blocker cadmium, at
a concentration which eliminated responses to light and which completely blocked
excitatory inputs to salamander ganglion cells (Mittman et al., 1990)†. Second, the
spikes could be produced repetitively at intervals comparable to those required for
synaptic transmission.

†A much larger concentration of 2mM cadmium chloride has been used in some amphibian exper-
iments(Greenberg, 1998a; Grumet et al., 1998). This concentration was unusable in Ames’ medium,
which is commonly used for rabbits but for not amphibians, due to the formation of precipitate at
physiologic pH.
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Additional considerations show that the possibility of soma stimulation is unlikely.
Spike responses were recorded at sites 300-700µm more distant from the optic disk
than the stimulating electrodes. Were excitation initiated in nearby somata, the
largest of which are perhaps 30µm in diameter (Amthor et al., 1983; Peichl et al.,
1987), the responses could only have been recorded from axons or dendrites. Neither
of these possibilities is likely, however, since axons course toward the optic disk upon
emerging from somata and because dendrites, owing to their small caliber and large
distance from the retinal surface, make them poor targets for recording with a planar
electrodes. In addition, threshold variations with distance were strongly direction-
dependent, in one case remaining constant despite a 100µm electrode displacement
along the expected axon direction (middle column of Figure 2.13). Thus the target
had an elongated geometry and was aligned with the expected axon direction.

The above arguments do not rule out the possibility that dendrites were stimulated
in addition to, or instead of, axons. In some ganglion cell types these can extend
many hundreds of microns from somata (Amthor et al., 1983; Peichl et al., 1987),
which would be just sufficient to span the distance between the stimulating and
recording clusters on the electrode array (see Figure 2.2). Furthermore, antidromic
propagation of action potentials in the dendrites of retinal ganglion cells has recently
been demonstrated (Velte and Masland, 1999). Hence it is conceivable that the
spike responses were initiated in dendrites. This possibility will be given further
consideration in Section 3.5.4.

Reports of direct stimulation of ganglion cell axons and dendrites are rare in the
literature on electrical stimulation of retina (see Section 1.2 for a review). In most
cases the lowest threshold stimuli acted directly on photoreceptors or bipolar cells.
The present results are not in conflict with these reports because focal responses—such
as would be expected for photoreceptor or bipolar cell stimulation—would probably
not be found on electrodes in the distant recording cluster. In fact, spike responses
were commonly observed on electrodes within the stimulating cluster, though these
were not carefully studied.

The anatomical origin of the response signals deserves consideration. There is
some evidence that the sources of the all-or-none responses can be deduced from the
spike shapes. These responses strongly resembled the spontaneous discharge types of
Figure 2.6, most commonly Type 1 or Type 3. Consider first the Type 2 spontaneous
discharges, which were almost certainly recorded from ganglion axons. These had
diphasic, initially positive shapes similar to those predicted by biophysical models for
fibers (Plonsey, 1969; Woodbury, 1960), and were observed propagating toward the
optic disk with velocities comparable to those of cat ganglion cell axons (Stanford,
1987). Furthermore, the light responses of spikes with similar shapes were described
in detail by Kuffler in his studies of cat retina (Kuffler, 1953). Since they could
be recorded at various displacements from the unit’s optic receptive field, Kuffler
attributed these spikes to axons. Kuffler also recorded spikes resembling the ini-
tially negative Type 1 discharges, attributing them to somata since they were always
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Figure 2.14: Speculative drawing of the anatomy underlying graded and all-or-none
responses. A : Recording electrode with all-or-none response; G : recording electrode
with graded response.

recorded within the optic receptive field (Kuffler, 1953). Hence the responses re-
sembling Type 1 were probably due to nearby somata. The origin of the responses
resembling Type 3 spontaneous discharges is less clear. Though their tri-phasic shape
was also consistent with biophysical models for fibers, spontaneous Type 3 discharges
were never seen propagating toward the optic disk.

The frequently observed graded responses were most likely compound action po-
tentials in groups of ganglion cell axons, which gather into bundles as they course
toward the optic disk (Peichl et al., 1987; Vaney, 1980). It is curious in light of this
arrangement that the planar recording electrodes, which were large compared with
conventional sharp-ended electrode tips, could isolate single unit responses at all. A
clue to this dilemma comes from the observation that ganglion cell axons sometimes
emerge from somata at oblique angles, crossing over one or more fiber bundles before
joining one (Peichl et al., 1987). This situation is illustrated in Figure 2.14. An
all-or-none response is picked up by the A recording electrode because the adjacent
soma extends its axon near the stimulating electrode. Even though a fiber bundle also
passes by this recording electrode, no graded responses are seen because this bundle
is far from the stimulating electrode.

The scheme of Figure 2.14 also suggests that graded potentials might arise on
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the A recording electrode for some stimulating electrode positions, even though all-
or-none responses could be generated at others. In fact, this phenomenon was often
observed in the threshold versus displacement experiments of Chapter 3.



Chapter 3

A Study of Fiber Excitation
Thresholds Using Monopolar and
Bipolar Stimulating Electrodes

3.1 Introduction

This chapter takes an experimental look at the problem of how to raise thresholds for
stimulating axons. The experiments were motivated by reports that the excitability
of elongated structures, such as axons or muscle cells, depended strongly on the
orientation of the imposed electric field relative to the long axis of the structure.
Thresholds were low with the stimulating field oriented along a structure and were
high with the field oriented across the structure (Ranck, 1975; Ranjan and Thakor,
1995; Rushton, 1927; Tung et al., 1991). Analytical models employing infinite parallel
plate stimulating electrodes and linear passive fibers predict transmembrane potential
changes in accordance with this trend. In the steady state, longitudinal fields produce
larger depolarizations than transverse fields provided that the plate separation is
larger than a fiber diameter (Grumet, 1994; Plonsey and Altman, 1988).

These trends led my research group to hypothesize that axon thresholds could be
raised with electrodes that minimize the longitudinal component of the stimulating
field (Grumet, 1994; Wyatt and Rizzo, 1996). Experimental tests of this hypothesis
were conducted using the apparatus described in Chapter 2, with the stimulator
connected between electrode pairs oriented along or across target fibers (ganglion cell
axons and possibly dendrites—see Sections 2.6 and 3.5.4) on the surface of the rabbit
retina.

In addition, thresholds for monopolar stimulation (with distant return) of each
fiber were measured at numerous sites in the stimulating electrode cluster. These
were used to estimate the fiber locations, which provided a common reference frame
for aggregating threshold data. A rough estimate of fiber locations could be made
simply by inspection of threshold maps like the one in Figure 2.13. To illustrate,
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the minimum threshold in that map (.1µA) appeared on three electrodes in the third
column from the left. Hence the fiber was roughly aligned with this column. The fiber
was probably not perfectly vertical, however, because the thresholds in the second
and fourth columns varied along the vertical dimension. The thresholds in the second
column decreased from .39µA to .22µA with increasing height in the column, whereas
the thresholds in the fourth column increased from .26µA to .56µA. These variations
were consistent with a fiber orientation which was rotated slightly counter-clockwise
from vertical.

The fiber location estimates were formalized using two different mathematical
models for thresholds as a function of distance to the monopolar stimulating elec-
trode. The first model is derived from first principles. The second model is an em-
pirical model. Predictions for bipolar thresholds were also developed for each model.
The models are presented in the following section, and their application to location
estimates is explained in Sections 3.3.2 and 3.6.

3.2 Models

3.2.1 First principles model

Activating function

A number of simplifying assumptions are made to model threshold variations with
electrode position and orientation. The first is that axons satisfy the assumptions
of the core conductor model. This general model underlies the cable and Hodgkin-
Huxley models, but makes no assumptions regarding the electrical properties of the
membrane. We will make use of the following core conductor equations (Weiss, 1996),

∂Ii(z, t)

∂z
= −Km(z, t),

∂Vi(z, t)

∂z
= −riIi(z, t),

Vm(z, t) = Vi(z, t) − Vo(z, t),

where z measures distance along the fiber, t is time, Ii is the axial current flowing in
the fiber, Km is the membrane current per unit length, Vi is the intracellular potential,
ri is the intracellular resistance per unit length, Vm is the membrane potential, and
Vo is the potential on the outer surface of the membrane. These equations can be
manipulated to yield

−∂
2Vm(z, t)

∂z2
+ riKm(z, t) =

∂2Vo(z, t)

∂z2
(3.1)
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which relates the membrane potential and current to the extracellular potential. The
relation shows that the effective drive term for the membrane current and poten-
tial is the second spatial derivative of the extracellular potential in the longitudinal
direction,

fa =
∂2Vo(z, t)

∂z2
.

This “activating function” fa provides a useful tool for predicting fiber responses
under a variety of stimulation conditions (Rattay, 1986). From equation 3.1, a pos-
itive activating function results in either an outward membrane current, a concave-
downward membrane potential versus position, or both. The net result is to locally
raise or depolarize the membrane potential. By a similar argument, a negative acti-
vating function tends to hyperpolarize the membrane. Thus the activating function
may be taken as a rough picture of the membrane potential changes induced in a fiber
by an extracellular stimulus.

Activating functions for stimuli used here may be derived if the following addi-
tional assumptions are made: 1) the tissue may be modeled as a uniform, linear
conductor; 2) the presence of the fiber may be ignored when calculating the potential
distribution during stimulation; 3) the planar, ten micron diameter electrodes may
be modeled as point sources.

To calculate the activating function for a point source, we begin by finding the
voltage it generates along a fiber. Consider a fiber oriented in the z-direction and a
point source in the z = 0 plane, as illustrated in Figure 3.1a. The potential at points
along the fiber is given by

Vo =
i

4πσ
(z2 +D2)−1/2,

where i is the stimulating current, σ is the conductivity of the medium, D is the
minimum distance between the point source and fiber.

Carrying out the derivatives yields the activating function,

fa =
i

4πσ
(z2 +D2)−5/2(2z2 −D2).

Figure 3.1b illustrates the shape of the curves for cathodal stimuli (i < 0) located at
D = 1, 1.5 and 3. The plots are consistent with two expected outcomes. First, the
activating function is maximal, or most strongly depolarizing, at the point along the
fiber which is closest to the cathode (z = 0). Second, the maximal value decreases
with increasing distance between electrode and fiber.

Thresholds for monopolar stimulation

These observations suggest a simple way to model the threshold increase accompa-
nying electrode movement away from the fiber. Consider the activating function’s
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Figure 3.1: Activating functions for a point source electrode. (a) Point source in the
z = 0 plane, at a distance D from the fiber. (b) Activating functions for cathodal
stimuli at D = 1, 1.5, 3.

maximum, at z = 0, for a threshold stimulus i = −Ithr with the point source at a
specific distance Do,

fa|max,thr =
Ithr(Do)

4πσ
D−3

o .

Now, if it can be assumed that the threshold value of fa is independent of distance,
we have

Ithr(D) = kD3, (3.2)

where
k = (4πσ) fa|max,thr .

Equation 3.2 predicts the shape of the threshold versus position curve for a monopolar
point source electrode. This equation can be viewed as the product of two factors,
one describing spatial properties of the stimulus (D3) and one containing information
about the tissue and fiber (k).

Bipolar thresholds: along orientation

The approach which yielded equation 3.2 is readily applied to the bipolar stimulation
case. For simplicity we will assume that the fibers are oriented exactly parallel or
perpendicular to the bipolar electrode pair.
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Figure 3.2: Bipolar stimulation (a) along fiber and (b) across fiber using a pair of
point sources separated by a distance d. Abbreviations: a=anode; c=cathode.

Figure 3.2a illustrates the case where a bipolar electrode pair is oriented along a
fiber. The cathode c is located at z = 0 and the anode a is located at z = d. The fiber
is at a lateral displacement xo from the electrodes and at a height h. The activating
function for the bipolar pair is

fa =
|i|

4πσ
{ [x2

o + h2 + (z − d)2]−5/2[2(z − d)2 − x2
o − h2]−

(x2
o + h2 + z2)−5/2(2z2 − x2

o − h2) } .
The shape of this function can be obtained by taking one of the curves in Figure 3.1b
and subtracting a shifted version of itself. To a good approximation, the maximum
value aligns with the cathode at z = 0, as before. Hence the threshold is given
approximately by

Ithr =
k

(x2
o + h2 + d2)−5/2(2d2 − x2

o − h2) + (x2
o + h2)−3/2

. (3.3)

Bipolar thresholds: across orientation

Figure 3.2b illustrates the case where a bipolar electrode is oriented across the fiber.
Both anode and cathode are located at z = 0. The fiber is at a height h above
the point sources, and is laterally situated between cathode and anode. The lateral
distance to the cathode is xo, and the lateral distance to the anode is d − xo. The
activating function for the bipolar pair is

fa =
|i|

4πσ
{ [(d− xo)

2 + h2 + z2]−5/2[2z2 − (d− xo)
2 − h2]−

(x2
o + h2 + z2)−5/2(2z2 − x2

o − h2) } .
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The shape of this function can be obtained by taking one of the curves in Figure 3.1b
and subtracting a scaled version of itself. If we assume the cathode is closer to the
fiber than the anode (consistent with the experiments described in the sections to
follow) the maximum value aligns with the cathode at z = 0 and the threshold is
given by

Ithr(x, h) =
k

(x2
o + h2)−3/2 − [(d− xo)2 + h2]−3/2

. (3.4)

3.2.2 Empirical model

In numerous experiments reported in the literature, the relationship between thresh-
old and distance was well-described by

Ithr = k̂D2 + Imin (3.5)

where Ithr is the excitation threshold, k̂ is a constant having different units than k
above, D is the distance between the electrode and target, and Imin is the minimum
threshold (Tehovnik, 1996). Note that Imin is effectively zero for the first principles
model since the activating function for a point source becomes infinite at zero distance.

Extension of this model to the bipolar case is less straightforward than for the
first principles model. One plausible approach is suggested by the fact that in an
unbounded, uniform linear medium the electric field magnitude for a point source of
current is

|E| = |i|
4πσr2

where E is the electric field and r is the distance from the source. If D is defined as
the minimum distance between the point source and a fiber, the maximum electric
field magnitude experienced by the fiber is

|E|max =
|i|

4πσD2

assuming that the field at the fiber is not modified by the presence of the fiber.
Consider this maximum for a threshold stimulus i = −Ithr with the point source at a
specific distance Do,

|E|max,thr =
Ithr

4πσD2
o

.

If it can be assumed that the threshold value of |E| is independent of distance, then

Ithr = k̂D2 (3.6)

where
k̂ = (4πσ)|E|max,thr.

This result is equivalent to equation 3.5 provided that Imin is zero.
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Bipolar thresholds: along orientation

If the cathode in Figure 3.2a is located at the origin, the normalized electric field
components generated by the bipolar electrode pair at points (x = xo, y = h, z) along
the fiber are given by

Ex = xo

{
(x2

o + h2 + z2)−
3
2 −

[
x2

o + h2 + (z − d)2
]− 3

2

}
,

Ey = h
{
(x2

o + h2 + z2)−
3
2 −

[
x2

o + h2 + (z − d)2
]− 3

2

}
,

Ez = z(x2
o + h2 + z2)−

3
2 − (z − d)

[
x2

o + h2 + (z − d)2
]− 3

2

where normalization was accomplished by dividing each field component by i/4πσ.
The magnitude of the normalized field is computed from

|E| =
√

(Ex)2 + (Ey)2 + (Ez)2.

The maximum magnitude, which occurs at z = 0 (and also at z = d), can be readily
calculated for specified xo, h, and d. As in the monopolar case, the predicted threshold
is proportional to the reciprocal of this maximum value,

Ithr =
k̂

|E|max(xo, h, d)
. (3.7)

Bipolar thresholds: across orientation

If the cathode in Figure 3.2b is located at the origin and the anode is located at
(x = d, y = 0, z = 0), the normalized electric field components generated at points
(x = xo, y = h, z) along the fiber are given by

Ex =
{
xo(x

2
o + h2 + z2)−

3
2 − (xo − d)

[
(xo − d)2 + h2 + z2

]
)−

3
2

}
,

Ey = h
{
(x2

o + h2 + z2)−
3
2 −

[
(xo − d)2 + h2 + z2

]− 3
2

}
,

Ez = z
{
(x2

o + h2 + z2)−
3
2 −

[
(xo − d)2 + h2 + z2

]− 3
2

}
.

The maximum magnitude, which occurs at z = 0, can be readily calculated for
specified xo, h, and d. The predicted threshold is proportional to the reciprocal of
this maximum value.

3.3 Methods

3.3.1 Threshold measurements

The methods for isolating rabbit retinas, sustaining them in vitro, and recording
responses from their neurons to electric stimulation are described in Chapter 2. All
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threshold measurements used the same charge-balanced, four hundred microsecond
per phase rectangular stimulus with a four hundred microsecond delay between phases
(also shown in Figure 3.3d).

After mounting the retina in its chamber, a search was performed to find a record-
ing electrode which exhibited all-or-none responses to stimulation through one of the
stimulating electrodes. A platinum wire at the edge of the bath served as both the
current source return and the recording ground. Responses were monitored on eight
electrodes at a time as the amplitude of the stimulus waveform was varied from zero
to approximately ±.3µA. Compound responses, which grew in proportion to the stim-
ulus, were picked up on the majority of the electrodes. When an all-or-none response
was found, the excitation threshold was measured and the response shape stored for
comparison with subsequent measurements. This provided a check against attributing
responses of two or more cells to a single cell, as discussed in Chapter 2.

Next a threshold map was created from which the fiber’s lateral displacement
within the stimulating grid and tilt angle relative to vertical could be deduced. This
was done by measuring a series of monopolar thresholds using adjacent electrodes
along several rows of the stimulating grid, progressing along each row until a point of
minimum threshold was found. One such map is shown in Figure 2.13. The number
and distribution of threshold measurements in the map, a total of nine along three
rows, was typical. Complete maps employing all thirty-two electrodes were not made
primarily because stimulus artifacts often overtook the response signals as thresholds
grew at large distances from the electrodes yielding lowest thresholds. Also, threshold
measurements in additional rows (made on a few occasions) did not substantially alter
the fiber position estimates.

Mapping efforts were often unsuccessful due to the appearance of responses from
units other than the one initially identified. A recording electrode might pick up
all-or-none responses to stimulation through some stimulating electrodes and graded
responses to stimulation through others, as discussed at the end of Chapter 2. The
distortion contributed by the firing of additional cells often made it impossible to
accurately determine the threshold for the cell of interest. The search and mapping
process was repeated until a recording electrode was found for which a complete map
could be successfully produced. A map was considered complete when a single local
minimum could be found in each row for two or more rows.

Once a map was successfully completed, thresholds were measured with the cur-
rent source connected in different bipolar configurations on the stimulating grid.
Bipolar electrode pairs were oriented either along or across the fiber as illustrated
in Figure 3.3a and b, respectively. These measurements were always made in pairs.
In each pair, the positive current source terminal, indicated by a + in Figure 3.3c,
was held fixed. The orientation of the bipolar electrode pair was then controlled by
switching the negative terminal (–) between either of two return electrodes. Hence
a total of three electrodes was used for each pair of measurements. These electrodes
usually had unequal monopolar thresholds, presumably due to unequal electrode-fiber
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Figure 3.3: Bipolar stimulation: (a) Stimulation along the fiber; (b) Stimulation
across the fiber; (c) Current source connections; (d) Drive waveform. Note that
because the drive is biphasic, both the + and - electrodes are driven negatively (i.e.
cathodically) during each stimulus presentation. The fiber location, indicated by a
dark line in (a) and (b), was estimated from the map in Figure 2.13 using the method
described in Section 3.3.2.
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Figure 3.4: Relative positions of electrodes and fiber. (a) Head on view of the array
and fiber. s is the minimum distance from an electrode centered at (xo, zo) to the
fiber’s projection onto the plane of the array. (b) Cross-section view. The fiber
extends out of the page, at a height h above the array.

separations. For reasons described in Section 3.4.2, the fixed and moving electrodes
were chosen so that the fixed electrode had the lowest monopolar threshold of the
three. One to five pairs of measurements was made on each of five fibers. The bipolar
electrode pair separation d was always 50µm.

3.3.2 Data analysis

To use the models presented in Section 3.2 to estimate fiber positions, coordinate axes
were superimposed on the fiber and stimulating electrodes, as shown in Figure 3.4(a).
The fiber was assumed to be a straight line satisfying

x+ bz + c = 0,
y = h,

}
(3.8)

where b and c were unknown constants describing the position and angle of the fiber
in the plane of the electrode array, and h was the unknown height of the fiber above
the array. Defining s as the minimum distance from a point (xo, zo) in the xz-plane
to the fiber’s projection onto the plane, it followed that

s =
|xo + bzo + c|√

1 + b2
, (3.9)
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D2 = s2 + h2. (3.10)

The relationship between D, s, and h is illustrated in Figure 3.4b.
The remaining steps in the position estimates differed slightly for the two models.

The first principles model is used here to demonstrate the technique. The similar
procedure for the empirical model is given in Section 3.6.

Substituting for D and s in equation 3.2 yielded

Ithr = k

{
(xo + bzo + c)2

1 + b2
+ h2

}3/2

(3.11)

Each threshold map consisted of a set of xo’s, zo’s, and corresponding Ithr’s from
which the unknown parameters b, c, k and h could be estimated. This process began
by re-writing equation 3.11

I
2/3
thr = a1x

2
o + a2xo + a3 + a4xozo +

(
1

2

a2a4

a1

)
zo +

(
1

4

a2
4

a1

)
z2

o , (3.12)

where

a1 =
k2/3

1 + b2
, (3.13)

a2 =

(
k2/3

1 + b2

)
(2c), (3.14)

a3 = k2/3

(
c2

1 + b2
+ h2

)
, (3.15)

a4 =

(
k2/3

1 + b2

)
(2b). (3.16)

A nonlinear least-squares fit was then performed on the two-thirds power of the
thresholds to obtain parameters a1, a2, a3, and a4 which best satisfied equation 3.12
for each threshold map.

The parameters b, c, k and h were then calculated as follows:

b =
a4

2a1
, (3.17)

c =
a2

2a1
, (3.18)

k =
[
a1(1 + b2)

]3/2
, (3.19)

h =

√
a3

k2/3
− c2

1 + b2
. (3.20)

The location estimate for the empirical model differed significantly from the preceding
developments in that h could not be estimated independently from Imin. As discussed
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in Section 3.6, an upper bound estimate for h, defined as hmax, was made by setting
Imin to zero.

To plot thresholds versus distance, the displacement s on the retinal surface was
calculated for each electrode by substituting b and c (estimated for each fiber) and xo

and zo (defined for each electrode) into equation 3.9. The total displacement D could
also be calculated from s and the estimated h, according to equation 3.10. Estimates
for h were more strongly dependent on the choice of model than b and c, however (see
Section 3.5.3), so s was used instead of D.

3.4 Results

3.4.1 Monopolar threshold vs. distance

Monopolar threshold maps were made for nine fibers in seven retinas. Individual
threshold vs. displacement plots for the nine fibers, with best-fit curves for each, are
shown in Figure 3.5 for the first principles model, and in Figure 3.6 for the empirical
model.

The curves in Figures 3.5 and 3.6 were obtained by computing Ithr from equa-
tions 3.12 and 3.22, respectively, using the best-fit parameters a1–a4 for each fiber,
at points (xo, zo) along a line perpendicular to the fiber. Error terms, also shown in
each of the nine plots in each Figure, were obtained from

e =

√
ΣN

i=1 (yi − yp(si))
2

N

where e is the error, N is the number of thresholds measured, yi is the ith thresh-
old measurement, si is the inferred distance on the retinal surface between the ith
electrode and the fiber, and yp(si) is the theoretical prediction for the threshold at a
displacement si.

Table 3.1 summarizes the results from the fiber position estimates using the first
principles model. The estimates exhibit a range of nonzero tilt angles. This is due
to imperfect alignment of retina patches on the array. Hence the bipolar measure-
ments were approximately but not strictly parallel and perpendicular to the fibers.
The range of x-intercept values simply indicates that fibers were studied at various
horizontal displacements on the array. The h and k estimates and the error e will
be considered in Section 3.5.3. Table 3.2 summarizes the same data for the empirical
model.

The differences in tilt angles, x-intercepts, heights, and errors obtained with the
two models are summarized in Table 3.3. The differences in tilt angles and x-intercepts
are quite small when compared with the range of tilt angles observed and with the
spacing between bipolar stimulating electrode pairs. The estimated heights of the
fibers above the array were always higher for the first principles model than for the
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Figure 3.5: Measured data (symbols) and best-fit theoretical curves (first principles
model) for monopolar threshold (vertical axes, in µA) vs. inferred displacement (hor-
izontal axes, in µm) on the retinal surface, for each of nine fibers. Displacements were
inferred using the first principles model. Negative displacements indicate stimulation
on the left side of the fiber; positive displacements indicate stimulation on the right
side of the fiber. An error term e, described in the text, is also given for each curve
fit.
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Figure 3.6: Measured data (symbols) and best-fit theoretical curves (solid lines) for
monopolar threshold (vertical axes, in µA) vs. inferred displacement (horizontal axes,
in µm) on the retinal surface, for each of nine fibers. Displacements were inferred
using the empirical model. Negative displacements indicate stimulation on the left
side of the fiber; positive displacements indicate stimulation on the right side of the
fiber. An error term e, described in the text, is also given for each curve fit.
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Mean Range
Tilt Angle -5.2◦ -17.3◦ to 8.2◦

x-intercept 47.4µm 15.3 to 101µm
h 21.9µm 18.6 to 24.3µm

k 1.6×104µA/mm3 1 to 2.7×104µA/mm3

e .052µA .017 to .119µA

Table 3.1: Curve fit statistics for fiber position estimates using the first principles
model. The tilt angle was found by taking the inverse tangent of −b, and measures the
fiber’s angular deviation from vertical. The x-intercept, −c, indicates the horizontal
displacement of the fibers along the top row of the stimulating grid.

Mean Range
Tilt Angle -5.3◦ -17.9◦ to 9.5◦

x-intercept 47.5µm 13.7 to 101µm
hmax 14.4µm 12.1 to 17.1µm

k̂ 724µA/mm2 424 to 1055µA/mm2

e .048µA .016 to .095µA

Table 3.2: Curve fit statistics for fiber position estimates using the empirical model.
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Mean Range
∆Tilt Angle .2◦ -1.3◦ to 1.3◦

∆x-intercept -.1µm -1.4 to 1.6µm
∆h 7.5µm 6.1 to 10.9µm
∆e .004µA -.013 to .027µA

Table 3.3: Comparison of curve fit parameters for the first principles and empirical
models. The table entries each represent a mean or range of nine ∆s (one per fiber)
each of which was computed by subtracting the empirical model estimate from the
first principles estimate.

empirical model. The mean height difference was a substantial fraction of the mean
height predicted by either model. This fraction was about 30% for the first principles
model and about 50% for the empirical model. The goodness of fit is marginally
better for the empirical model, as indicated by the small, positive ∆e. A meaningful
comparison cannot be made between the current-distance constants k and k̂, since
these have different units.

Figure 3.7 shows a summary plot of thresholds vs. s, the estimated electrode
displacement on the retinal surface, for all nine fibers. Thresholds ranged from .1 to
.2µA nearest the fiber and rose with displacement. Displacements were estimated in
the Figure using the first principles model. The comparable plot for the empirical
model (not shown) is nearly identical due to the close agreement in tilt angles and
x-intercepts for the two models (Table 3.3).

3.4.2 Bipolar threshold vs. orientation

Bipolar thresholds were measured for five fibers in five retinas. Figures 3.8 and 3.9
plot the thresholds for stimulation along and across fibers as a function of the surface
distance s from the fixed electrode to the fiber, where s was estimated using the
first principles model and empirical model, respectively. Each symbol in these plots
represents the ratio of a bipolar threshold to the monopolar threshold measured on
the corresponding fixed electrode. The data in the two plots exhibit the same gen-
eral trends. The along threshold ratios do not vary significantly with displacement,
remaining close to one. The across threshold ratios, on the other hand, are close to
one when the fiber is near the fixed electrode and rise rapidly for fibers at increasing
proximity to the midpoint between the two poles (s = 25µm).

Theoretical predictions for the threshold ratios are also shown in Figures 3.8
and 3.9. These predictions were generated by extending the models for monopolar
stimulation to the bipolar case, as described in Section 3.2.1 for the first principles
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Figure 3.7: Monopolar threshold vs. inferred displacement s on the retinal surface
(estimated using first principles model). Data from each cell is plotted with a unique
symbol.
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Figure 3.8: Normalized bipolar thresholds vs. inferred displacement s on the retinal
surface (estimated using the first principles model), with theoretical curves superim-
posed. A × is used for thresholds measured with the bipolar electrode pair oriented
across the fiber, and a ◦ when the pair was oriented along the fiber. Normaliza-
tion was carried out by dividing each bipolar threshold by the monopolar threshold
measured on the fixed electrode. Threshold predictions for stimulation along fibers
are indicated with a dashed line, and predictions for stimulation across fibers are
indicated with a solid line.
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Figure 3.9: Normalized bipolar thresholds vs. inferred displacement s on the retinal
surface (estimated using the empirical model), with theoretical curves superimposed.
A × is used for thresholds measured with the bipolar electrode pair oriented across the
fiber, and a ◦ when the pair was oriented along the fiber. Normalization was carried
out by dividing each bipolar threshold to the monopolar threshold measured on the
fixed electrode. Threshold predictions for stimulation along fibers are indicated with
a dashed line, and predictions for stimulation across fibers are indicated with a solid
line.
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model and in Section 3.2.2 for the empirical model. The curves for stimulation along
(dashed line) and across (solid line) fibers were produced by normalizing the bipolar
threshold predictions for each model to its corresponding monopolar threshold pre-
diction, assuming h = 21.9µm for the first principles model and h = 14.4µm for the
empirical model (i.e. the mean values from the location estimates, given in Tables 3.1
and 3.2), and identifying xo = s and d = 50µm. While both models reasonably pre-
dicted thresholds for stimulation along fibers, only the first principles model provided
a good prediction for stimulation across fibers.

The fixed electrode served as a general reference for the threshold comparisons
in Figures 3.8 and 3.9: its position was used to determine the displacement s, and
its monopolar threshold was used to normalize the bipolar thresholds. As described
in Section 3.3.1, the fixed electrode was chosen so that it always had the lowest
monopolar threshold of the three electrodes used to make the paired along/across
measurements (see inset of Figure 3.8 or 3.9). This lowest-threshold electrode was
used as a reference because it played the dominant role in excitation when used with a
second, more distant electrode for bipolar stimulation. This dominance was indicated
by a few experiments in which the sequence of anodal and cathodal pulses was reversed
by either inverting the stimulation waveform or reversing the stimulator connections.
In all cases, spike responses to threshold-level stimuli tracked the stimulus phase which
drove the fixed electrode cathodically. Since cathodic thresholds are lower than anodic
thresholds for monopolar stimuli (see Section 2.5.2), this behavior is consistent with
localized excitation near the fixed electrode.

The preceding developments motivated the choice of stimulus sequence in Fig-
ure 3.3d. While thresholds were identical for both stimulus sequences, better separa-
tion of the responses from artifacts was achieved by driving the fixed (+) electrode
cathodically for the second phase. Since the cathodic phase was responsible for ex-
citation, this sequence ensured that responses were almost always recorded after the
end of the stimulus. There were a few cases were suprathreshold stimuli evoked spikes
which randomly followed either the first and second phase of the stimulus. In these
cases the fiber was at very nearly the same distance from both poles of the bipolar
pair (e.g. the fiber was near s = 25µm for across stimulation). Hence neither elec-
trode played a dominant role. All spikes generated under such circumstances were
counted—regardless of which stimulus phase they followed—when determining the
threshold.
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3.5 Discussion

3.5.1 Monopolar stimulation

Threshold order of magnitude

At points closest to the fibers, monopolar excitation thresholds ranged from approx-
imately .1 to .2µA for a 400µs stimulus phase duration. Table 3.4 compares this
result with thresholds reported by others who placed stimulating electrodes against
the epi-retinal surface.

The reported threshold currents span a range of over three orders of magnitude,
with the threshold currents in this study falling about a factor of five below the lowest
threshold reported previously. Some of the variability can be accounted for by dif-
ferences in stimulation parameters. Threshold currents are modestly correlated with
electrode area, for example. Electrode areas were less than 10−6cm2 in the three cases
where threshold currents were below a microampere, and greater than 10−6cm2 for
larger threshold currents. Expressing thresholds as average current densities (thresh-
old ÷ area)∗ reduces the variability by an order of magnitude. These results are
not surprising since a simple electric field calculation shows that, near the surface
of a spherical stimulating electrode, the current required to produce a given voltage
gradient increases with electrode radius (Ranck, 1981)†. Since phase durations were
not all the same, some of the variability in the current and current density thresholds
might be accounted for by classic strength-duration behavior. In the three studies
reporting sub-microampere threshold currents, for example, the total charge (current
× phase duration) varied by less than a factor of two despite a five- to six-fold varia-
tion in threshold current. Expressing thresholds as an average charge density (charge
÷ area)†, which takes into account both the phase duration and the electrode area,
results in less variability than the currents but slightly larger variability than the
current densities. The remaining variability might be accounted for by a number of
methodological differences, including the electrode shape, the species studied, or the
site of initial excitation within the retina.

Although the threshold currents reported in this study are quite low when com-
pared with other retinal stimulation experiments, these were not unusually low when
expressed as average current densities and average charge densities. Furthermore,
comparably low current thresholds for extracellular stimulation have appeared in

∗Note that the average current and charge densities may not represent the actual distribution
of current and charge in real electrodes, since stimulating electric fields are not necessarily uniform
across electrode surfaces In addition, some caution is in order when using current and charge densi-
ties, since both will tend to rise without limit as the electrode area approaches zero, and the charge
density will rise without limit for stimulus phase durations well above chronaxie.

†Ranck calculated the current needed to cause a 30mV difference in voltage between a site just
adjacent to the electrode and another site 600µm away. For electrode radii between 1µm and 100µm,
this current appeared to scale with electrode radius. In the limit where the radius becomes very
large compared to 600µm, the requisite current is proportional to the square of the radius.
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Study Threshold current Electrode area Current

density
Phase

duration
Phase charge Charge

density
Dawson &

Radtke (1977)
65µA 4.91×10−6 to

7.90×10−4cm2
800µs 30.5µC/cm2

Greenberg
(1998c)

206µA 1.26×10−3cm2 163mA/cm2 520µs 1.07 × 10−7C 85µC/cm2

Humayun et al. 50µA (frog) 1.26×10−3cm2 40mA/cm2 75µs 3.75 × 10−9C 2.98µC/cm2

(1994) 150µA (rabbit) 1.26×10−3cm2 119mA/cm2 75µs 11.2 × 10−9C 8.92µC/cm2

200µA (rd rabbit) 1.26×10−3cm2 159mA/cm2 75µs 15× 10−9C 11.9µC/cm2

Humayun et al.
(1999)

(phosphenes) 1.26×10−3cm2

(array)
≤2ms 5× 10−7C 397µC/cm2

Jensen et al.
(1996)

8µA 7.8×10−5cm2

(bipolar)
102mA/cm2 200µs 1.6 × 10−9C 20µC/cm2

(near soma) .8µA 1.6×10−7cm2

(monopolar)
5000mA/cm2 100µs 8× 10−11C 500µC/cm2

Rizzo et al.
(1997)

16µA 7.8×10−5cm2

(bipolar)
205mA/cm2 200µs 3.2 × 10−9C 41µC/cm2

(axon) .9µA 1.6×10−7cm2

(monopolar)
5625mA/cm2 100µs 9× 10−11C 562µC/cm2

This study .15µA 7.8×10−7cm2 192mA/cm2 400µs 6× 10−11C 77µC/cm2

Table 3.4: Summary of thresholds for stimulation at the epi-retinal surface. Entries were left blank where relevant information
could not be determined. For studies where a range of thresholds was reported rather than a mean or median, the table
entries represent the average of the minimum and maximum values reported. For studies where thresholds were reported at
various positions of the stimulating electrode, the table data represent measurements at the lowest-threshold position. And for
studies where both anodal and cathodal monopolar stimuli were used, the table data represent cathodal thresholds only. Doty &
Grimm (1962) also placed stimulating electrodes the epi-retinal surface (see Table 1.1), but reported thresholds in terms of voltage
rather than current and did not report the electrode area. Abbreviations: rd = retinal degenerate (experimentally induced).
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previous studies of other neural systems (Ranck, 1975).

Spatial extent of stimulation

The spatial extent of fiber excitation for a given stimulus amplitude may be estimated
from the plot of Figure 3.7 by superimposing a horizontal line at the desired level and
finding its intercept with the data. A .2µA stimulus, for example, would be expected
to excite fibers within about 10µm of the of the stimulating electrode since thresholds
were higher at larger distances. Similarly, a 1µA stimulus will excite fibers within
40µm of the electrode. Such estimates are somewhat simplistic, however, because
they fail to take into account the fact that cathodal pulses far above threshold can
fail to generate propagated action potentials (Ranck, 1975). This effect is caused by
hyperpolarization in regions where stimulation currents enter the fiber, away from the
cathode. Hence for sufficiently large cathodal currents there will be a central region
of non-stimulated fibers surrounded by an annular, stimulated region. No attempts
were made in the present study to detect or characterize this phenomenon.

The rise of thresholds with electrode displacement away from the target has been
studied elsewhere. Rizzo et al. (1997) measured axon excitation thresholds vs. stim-
ulating electrode position in rabbit retina using three different stimulation proto-
cols. For the protocol most resembling the present experiments (Protocol II), median
thresholds rose by a factor of six when the electrode was displaced to s = 50µm‡.
Greenberg (1998c) measured excitation thresholds for ganglion cells in frog retina,
and found that displacements of several hundred microns were required for a 1.4-fold
(i.e. 3dB) increase in threshold. Stimulation in the present study was somewhat more
focal than in the previous two cases, since thresholds rose by roughly a factor of ten
at a distance of 40µm. The current-distance constants k and k̂ in Tables 3.1 and 3.2
also measure the spatial extent of stimulation. The range of values listed for k̂ is
similar to those found in other neural systems (Tehovnik, 1996).

3.5.2 Orientation dependence

Figures 3.8 and 3.9 show that fiber excitation thresholds were sensitive to the orien-
tation of the stimulating electric field. Thresholds for each fiber were highest when
the stimulating field was most nearly perpendicular to its long axis, achieved in prac-
tice when the fiber was most nearly at the midpoint between the two poles used for
transverse bipolar stimulation. When the fiber was within 5µm of this midpoint,
thresholds were about a factor of 2 to 3.5 larger than when monopolar or longitudinal
bipolar stimulation was used.

Note, however, that even in these cases the estimated fiber paths were still 2-3µm
away from the midpoint between the two poles and were often tilted with respect to

‡Rizzo et al. used the variable name y, rather than s, to measure distances along a line perpen-
dicular to the axon’s course.
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vertical. The first principles model predicts that thresholds will become infinite as the
fiber approaches this midpoint, but this is simply a consequence of one of the model’s
assumptions. The model assumes, as do many in the extracellular stimulation liter-
ature, that the transverse component of the stimulating field contributes negligibly
to excitation (McNeal, 1976; Rattay, 1986; Rubinstein and Spelman, 1988; Warman
et al., 1992). The assumption arises from the common occurrence of both transverse
and longitudinal field components in the experimental literature. The transverse volt-
age drop across a fiber’s outer surface is usually small, at least when compared to
the voltage drop developed by the longitudinal component of the field, owing to the
fiber’s small diameter.

Such justification would not apply if the stimulating field were purely transverse.
Suppose for the sake of argument that purely transverse fields were insufficient to
produce excitation in fibers. In practice, one would still not expect thresholds with
optimally positioned electrodes to become unbounded for at least two reasons. First,
electrical inhomogeneities or anisotropies in the tissue could deflect the stimulating
field to generate longitudinal field components. Second, at high enough currents other
regions of the same cell or pre-synaptic elements will be stimulated. On the other
hand, the most dramatic increases in threshold are expected to occur within the vary
narrow, as yet unexplored gap of ≈3µm between the best-centered data points in
Figure 3.8 and the exact center at 25µm. It therefore seems reasonable that a more
exhaustive study could reveal larger threshold ratios in a narrow band at the center
of the bipolar electrode pair.

3.5.3 Models

Monopolar stimulation and location estimates

Both the first principles and empirical models provided provided a good fit to the
data. The goodness of fit, as measured by the error term e, was similar for the two
models. The mean error was marginally larger for the first principles model than for
the empirical model (see Tables 3.1 and 3.2). In both cases, this mean error was at
least a factor of two smaller than the lowest thresholds observed. The best-fit curves
for the two models were nearly identical, as could be verified by overlaying the plots
in Figures 3.5 and 3.6. The largest differences were seen near ±50µm, where the
curves for the first principles model sometimes rose more steeply than those for the
empirical model. A more competitive comparison of the two models would likely be
possible if threshold data were available for a larger range of electrode displacements.

The two models differed significantly in their estimates for the fibers’ heights h
above the array (Table 3.3). On average, the upper bound height hmax predicted by
the empirical model was 7.5µm less than the height predicted by the first principles
model. This discrepancy is simply a consequence of the difference in steepness of
the threshold vs. electrode-fiber distance curves in the two models. The steeper first
principles model predicts a larger height because this results in a slower increase of
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total distance—and hence a slower increase of predicted thresholds—with increasing
surface distance (the independent variable in the monopolar threshold maps).

Estimates for the fibers’ projections onto the electrode array plane, described by
the tilt angle and x−intercept (or equivalently by b and c), were more certain. The
two models provided nearly identical estimates for these projections. Furthermore,
whole-mount stains from other studies (Peichl et al., 1987; Vaney, 1980) show that
in small regions away from somata such as that spanned by the stimulating cluster
in Figure 2.2, it is very reasonable to assume that axons follow straight-line paths.
A possible weakness in the model is the assumption that fibers run at a constant
height above the array. Hence errors could be introduced into the tilt angle and
x-intercept estimates if threshold variations across the maps were partially due to
height variations. This possibility was explored by assigning an out-of-plane slope r
to the fiber such that

h = ho + rz

and re-estimating the parameters b, c, ho, and k using the first principles model. For
an r-range corresponding to an out-of-plane slope of -5◦ to 5◦ (or a height difference
of over 10µm across the 125µm span of the array), the in-plane tilt angle varied by
no more than 3.3◦ and the x-intercept varied by less than 2µm§. Hence the location
estimates were not substantially changed when height of the fiber was allowed to vary.
Because the actual height of the fibers above the array was uncertain, the surface
displacement s was used in the threshold plots rather than the total displacement D.

The accuracy of the fiber position estimates might be improved by imaging retinas
during experiments. This approach was not attempted in the present study, primarily
because optical access was impeded from above by the dialysis membrane holding the
patch in place, and below by the opaque chrome/gold electrode conductors. The
latter problem can be remedied by using indium tin oxide (Meister et al., 1994),
a transparent conductor, instead of chrome/gold. The large number and complex
arrangement of neural elements could also make it difficult to correctly identify the
precise fiber under study. Conducting studies in peripheral retina should increase the
chances of uniquely identifying the axon under study.

Bipolar thresholds

While both models reasonably predicted thresholds for stimulation along fibers, only
the first principles model provided a good prediction for stimulation across fibers
(Figures 3.8 and 3.9). Predicted thresholds fell with increasing s in the empirical
model because the maximum field magnitude was larger between the two poles of
transverse bipolar pair than at a comparable distance from a monopolar electrode,
even though the longitudinal component of the field was reduced. Since the physi-

§At larger out-of-plane slopes, the software routine used for least-squares estimation—MATLAB’s
nlinfit function—either converged to non-real (i.e. complex) values or did not converge at all.
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ologic thresholds rose for transverse bipolar stimulation, electric field strength alone
does not accurately predict fiber excitation thresholds.

Use of the activating function

The first principles model made a number of assumptions in order to permit a purely
theoretical formulation. For example, the activating function rather than the mem-
brane potential was used to gauge thresholds. Because it ignores the distribution
of stimulating currents in the fiber, the activating function only approximates the
membrane potential profile generated by a stimulus (Warman et al., 1992). The main
advantage of this approach is that it eliminated the need to model membrane electrical
properties, which are nonlinear and would have required computer simulation.

3.5.4 Axons or dendrites?

The possibility was raised in Chapter 2 that some or all of the recorded responses
might be due to stimulation of dendrites rather than axons. Hence the use of the more
general term fiber. Since both axons and dendrites share the same basic cylindrical
geometry, the identity of the target little effects the primary result of this Chapter.
However, it seems reasonable to suggest that responses were due at least in part, if
not in total, to stimulation of axons. The dendrites stratify in the inner plexiform
layer, several tens of microns further than axons from the stimulating electrode plane.
The very lowest excitation thresholds would therefore be expected for axon excita-
tion. Furthermore, the magnitude of current necessary for stimulating axons could be
judged from the minimum amplitude which produced graded potentials. These mag-
nitudes were not systematically lower than the spike thresholds, as would be expected
if spikes arose only as a result of dendrite stimulation.

The height estimates yielded by the first principles and empirical models are con-
sistent with stimulation of elements near the retinal surface, but do not conclusively
identify the stimulation target. The empirical model yielded an upper bound hmax

on the fiber height of 17.1µm or less. Assuming that the arrays were in direct contact
with the inner limiting membrane (ILM), this range of heights could be consistent
with with either axon or dendrite stimulation. The first principles model yielded
height estimates of 18.6µm or more. For arrays in direct contact with the ILM, this
range of heights would not be consistent with axon stimulation because the nerve
fiber layer is only about 10µm thick in the retinal regions where these studies were
conducted. On the other hand, it is likely that the model over-estimated the heights,
since at the same current a 10µm diameter electrode would have to be closer to its
target than a point source in order to generate an equally strong activating function.
It is also possible that the electrode arrays were not in direct contact with the ILM,
but separated from it by a thin layer of vitreous. Hence the height estimates from
the first principles model do not rule out axon stimulation.
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A more definitive statement about the stimulation target could be made if the
stimulating and recording clusters were placed further apart than the largest dendritic
spreads, perhaps 1mm or more. In the present experiments the cluster separation was
kept small to reduce the sensitivity of the measurement to imperfect vertical alignment
of axons. At larger separations, the chances of recording from a cell whose axon ran
through the stimulating cluster would be reduced.

3.6 Appendix: Location estimates using the em-

pirical model

Equation 3.5 was used to estimate fiber locations in a manner analogous to that
described in Section 3.3.2. Threshold map data are incorporated into this model
according to

Ithr = k̂

{
(xo + bzo + c)2

1 + b2
+ h2

}
+ Imin. (3.21)

(see Section 3.3.2 and Figure 3.4 for descriptions of the variable definitions).
The parameters b, c, and k̂ were estimated by re-writing this relation as

Ithr = a1x
2
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)
zo +

(
1

4

a2
4
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)
z2

o , (3.22)

where

a1 =
k̂

1 + b2
, (3.23)

a2 =

(
k̂

1 + b2

)
(2c), (3.24)

a3 = k̂

(
c2

1 + b2
+ h2

)
+ Imin, (3.25)

a4 =

(
k̂

1 + b2

)
(2b). (3.26)

Performing a nonlinear least-squares fit yields parameters a1, a2, a3, and a4 which
best satisfied equation 3.22 for each threshold map.

Estimates for each cell’s b, c and k̂ were then calculated as follows:

b =
a4

2a1

, (3.27)

c =
a2

2a1

, (3.28)

k̂ = a1(1 + b2). (3.29)
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The parameters h and Imin could not be estimated independently because these
contributed only additive terms to the threshold maps. However, a maximum bound
on h could be estimated by assuming Imin = 0. The upper bound, hmax, was given
by

hmax =

√
a3

k̂
− c2

1 + b2
.



Chapter 4

Conclusions

4.1 Strengths and weaknesses of new experimental

method

A significant proportion of the effort in this thesis was aimed at the development of
new techniques for characterization of retinal responses to electric stimulation. It is
useful at this point to consider the advantages and disadvantages of these techniques.

4.1.1 Stimulating electrode arrays

The main strength of the new experimental setup was its use of microfabricated
stimulating electrode arrays. With these arrays it was a simple matter to quickly
perform a number of threshold measurements with a number of electrode configura-
tions, all without any mechanical disruption of the retina preparation. Furthermore,
arrays provide the experimenter with detailed control over the shape and distribution
of electrodes. Though in this study conventional disk shapes of a uniform size were
used, future work is likely to benefit from more complex and unconventional electrode
arrays (see Chapter 5).

A possible drawback of the stimulating array approach is that unused electrodes
on the array can play a role in shaping the stimulating electric field distribution∗.
The exposed metal electrode surfaces are equipotentials in the frequency ranges of
interest to electrophysiologic studies, and will tend to equalize tissue potentials in their
immediate vicinity. The extent of field distortion from unused electrodes will depend
on the relative sizes of the tissue impedance and electrode interface impedances. Such
distortion needs to be taken into account in particular when considering experiments
with large, closely-spaced electrodes, as discussed in Section 5.4.

∗This was first pointed out to me by a member of my thesis committee, Don Eddington.
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4.1.2 Recording arrays

Multi-electrode recording systems permit simultaneous monitoring of activity at many
sites in a tissue. In the measurements described in Chapters 2 and 3, this capabil-
ity was utilized to record correlated spontaneous firing, which in turn suggested the
anatomical substrates underlying different spike waveforms (see Figure 2.6 and Sec-
tion 2.6), and to speed up the search for sites within the recording cluster exhibiting
single unit responses to electric stimulation. Multi-channel recordings were not em-
ployed for the mapping and orientation measurements, though in principle they could
be. For such an approach it would be useful to have an automated system for deter-
mining excitation thresholds, which in turn would require a means of discriminating
all-or-none responses from graded responses and stimulus artifacts.

The main drawback of the new method is that each recording electrode tends
to pick up multiple units. Hence the ubiquitous graded potentials, which required a
tedious search for sites with clean all-or-none potentials for stimulation at a number of
different stimulating electrode positions. With its smaller tip diameter and ability to
penetrate the surface, a needle-shaped recording electrode provides better isolation
of single units. On the other hand, this geometry does not lend itself as easily to
multi-electrode studies (but see Normann, 1999).

4.1.3 Soma stimulation

The setup did not lend itself well to measuring thresholds for excitation of somas and
associated structures (i.e. the axon hillock and initial segment). Such experiments
are most easily performed by applying stimuli in the vicinity of a ganglion cell’s optic
receptive field center and recording the orthodromic responses at a location along the
cell’s axon. In the present setup, axon spikes (Type 2 in Figure 2.6) were usually
smaller and more difficult to discriminate than the soma spikes (Type 1). Early at-
tempts were made to both stimulate and record from the soma by stimulating through
electrodes which were very close to a recording electrode with Type 1 spikes, but stim-
ulus artifacts always obscured at least the first 3-5ms of the response. While difficult
for flat recording electrodes, soma threshold measurements can be more readily made
with needle-shaped recording electrodes which better isolate single axons.

4.2 Related work re-considered

Chapter 3 demonstrated that thresholds for retinal ganglion cell axons (and possibly
dendrites) depended in a consistent manner on the orientation of a bipolar stimulating
electrode. Thresholds were highest when the imposed electric field was most nearly
perpendicular to fibers, achieved in practice when the fiber was near the midpoint
between the two poles of a transversely oriented bipolar electrode pair. This result
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Figure 4.1: Both transretinal (left) and transverse bipolar (right) stimulation produce
stimulating fields which run perpendicularly to axons.

is consistent with theoretical predictions (Plonsey and Altman, 1988; Grumet, 1994)
and experimental work in other neural systems (Ranck, 1975; Rushton, 1927).

This result also indicates that axon thresholds will be comparatively high for tran-
sretinal current (Figure 4.1, left hand side). Like the current from a carefully placed
transverse bipolar electrode pair (Figure 4.1, right hand side), transretinal current
runs perpendicularly to ganglion cell axons. Furthermore, initial excitation of deeper
elements such as photoreceptors and bipolar cells is perhaps more likely under these
conditions (Greenberg, 1998a). Except in regions of high receptor density, a num-
ber of receptor and bipolar cells will converge on each ganglion cell. Because the
ganglion cell can spatially integrate synaptic contributions to its membrane poten-
tial from many bipolar cells—each of which can integrate contributions from many
photoreceptors—weak stimulation of a population of pre-synaptic cells could con-
ceivably result in ganglion cell spiking at current levels below the threshold for direct
ganglion cell stimulation.

In the majority of the studies listed in Table 1.1, stimulating electrodes were
placed at a considerable distance (500µm or more) from the epi-retinal surface. It
seems likely that in many such cases the fields were either stronger in other parts
of the retina than at the epi-retinal surface, or were predominantly transretinal. In
two studies, electrodes were placed outside the eye, against the sclera (Brindley,
1955; Greenberg, 1998a). Reponse characteristics in these studies were consistent
with stimulation by the transretinal component of the field. If the stimulating fields
were not purely transretinal, they would have been strongest in regions closer to the
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electrode such as the photoreceptor or bipolar cell layers. In other studies, stimulation
current was passed between a monopolar electrode in the vitreous and a distant,
extra-ocular return (Crapper and Noell, 1963; Humayun et al., 1996; Humayun et al.,
1999). The low resistivity of the vitreous relative to that of the retina, choroid and
sclera (Ogden and Ito, 1971; Rodieck, 1973) probably reduced voltage gradients in the
retinal plane—and hence, along axons—so that most of the field ran perpendicularly
to the retina. These observations may account for the fact that axons were not
maximally sensitive to electric stimulation in many of the studies in Table 1.1.

In a retinal prosthesis the stimulating electrodes must be placed at the retinal
surface to keep the excitation thresholds as low as possible. Even when monopolar
configurations were used, thresholds rose rapidly with distance as the stimulating
electrode was raised above the epi-retinal surface (Humayun et al., 1999; Jensen
et al., 1996). Electrodes placed against the epi-retinal surface will produce the largest
voltage gradients in the adjacent nerve fiber layer. This effect will be especially
pronounced when electrodes reside on a planar, insulating substrate since in this case
shunt paths through the vitreous will not be available. Hence axons are particularly
likely to be stimulated by the electrode configuration which will be used by a retinal
prosthesis.

Stimulating electrodes were placed at the retinal surface in only four of the studies
permitting threshold comparisons for axons and other elements (Doty and Grimm,
1962; Greenberg, 1998c; Humayun et al., 1999; Jensen et al., 1996), and were mounted
on insulating backplanes in only two (Greenberg, 1998c; Humayun et al., 1999). The
results were mixed, with axons sometimes maximally sensitive in two of the stud-
ies (Greenberg, 1998c; Jensen et al., 1996), but not maximally sensitive in the other
two (Doty and Grimm, 1962; Humayun et al., 1999). Differences in stimulus phase
duration may partially account for this variability (see Section 1.2.3), though the pulse
duration hypothesis has not yet been tested with a realistic electrode configuration
(see Section 5.3). As discussed in Chapter 5, further work needs to be conducted to
determine whether axon stimulation can be avoided with electrodes resembling those
which will be used in an eventual prosthesis.

4.3 Implications for epi-retinal prosthesis design

Thresholds only rose for transverse bipolar stimulation when fibers were nearly cen-
tered between the two poles of the bipolar pair. When the fiber was within 5µm of
either electrode, thresholds for monopolar, longitudinal bipolar, and transverse bipo-
lar stimulation were about equal. Hence in an epi-retinal prosthesis, transverse bipo-
lar electrodes made of 10µm diameter disks would only raise axon thresholds within
narrow bands between the electrodes in each bipolar pair. Furthermore, bipolar elec-
trodes might actually stimulate fibers over a wider area of retina than monopolar
electrodes, depending on the choice of stimulation current waveform. This possibility
is explained in Figure 4.2.
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Figure 4.2: Highly schematic comparison of excitation patterns for monopolar and
transverse bipolar stimulation. Left column: electrode configurations and extents
of excitation; right column: stimulation current waveforms. (a) Stimulation with
a monopolar electrode; (b) and (c) Stimulation with bipolar electrodes. For bipo-
lar stimulation, the extent of excitation around each electrode will be less than for
monopolar stimulation. However, for bipolar stimulation and sufficiently large stim-
uli, as in (b), excitation will be initiated over both poles of the bipolar pair during the
corresponding cathodic phase. Excitation on one of the poles can be minimized by
choosing an asymmetric stimulation waveform as in (c), provided that the waveform
is charge-balanced and the longer pulse duration is well above chronaxie.



76 CHAPTER 4. CONCLUSIONS

The findings in this thesis demonstrate that longitudinal fields are more efficient
for stimulating axons than transverse fields. Minimizing axon stimulation therefore
requires an electrode design which minimizes longitudinal field components between
the poles of a bipolar electrode pair as well as in the immediate vicinity of each
electrode.



Chapter 5

Future work

5.1 Refinements to the present work

As discussed in Section 3.5.4, some fraction of the measured thresholds may represent
stimulation of dendrites rather than axons. Since both axons and dendrites share the
same basic cylindrical geometry, the identity of the target little effects the primary
result of this thesis. Still, a more definitive statement about the stimulation target
could be made if the stimulating and recording clusters were placed further apart
than the largest dendritic spreads, perhaps 1mm or more. In the present experiments
the cluster separation was kept small to reduce the sensitivity of the measurement to
imperfect vertical alignment of axons. At larger separations, the chances of recording
from a cell whose axon ran through the stimulating cluster would be reduced. The
experimental setup will soon be modified, however, to permit single needle recording
(to better isolate cells) while stimulating through an electrode array. The modified
setup should facilitate threshold measurements with large stimulating-recording elec-
trode separations, so that the measurements described in Chapter 3 can be repeated
under conditions in which dendrite stimulation would be highly unlikely.

5.2 Field direction

This thesis suggests that axon thresholds can be raised through a strategic choice of
electrode geometry. Thresholds for the transverse bipolar geometry, however, were
very sensitive to fiber position, only becoming substantially elevated relative to thresh-
olds for monopolar or longitudinal bipolar stimulation when the fiber under study was
well-centered between the electrode poles. Longitudinal fringing fields near the elec-
trode poles provide the most plausible explanation for this threshold profile. Hence
future in vitro experiments might endeavor to design novel electrode geometries with
better field directionality and minimal fringing.

One candidate design inspired by previous work (Grumet, 1994) is shown in Fig-
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Figure 5.1: A stimulating electrode array resembling a tic tac toe board should provide
better field uniformity than pairs of 10µm diameter disks for measuring thresholds
versus field direction.

ure 5.1. Approximately uniform fields in the horizontal and vertical directions can
be produced by connecting a stimulator across rows and columns of the array, re-
spectively∗. Longitudinal fringing fields will be a concern as before, though perhaps
the elongated electrode geometry will reduce this fringing. Computer simulations or
physical models might be employed to solidify qualitative notions about how much
longitudinal fringing is to be expected for a particular electrode geometry.

Showing that axon thresholds depend on field orientation suggests a strategy for
bypassing axons, but it does not validate this approach. Excitation thresholds for
axons must ultimately be compared with thresholds for other retinal elements such
as pre-synaptic cells or the ganglion cell’s peri-somal region (i.e. the soma or axon
hillock or initial segment) under comparable conditions. Responses originating in
pre-synaptic elements can be distinguished from direct ganglion cell excitation by
examining response latencies and using synaptic blockers like cadmium and APB†. To
measure peri-somal thresholds, the location of the soma must first determined. This
can be done coarsely by recording from the cell’s axon and then probing the retina with

∗Open-circuited electrodes can distort the stimulating field, as discussed in Section 4.1.1. Hence
the actual field distribution may be more complex, depending on the relative sizes of the tissue and
interface impedances.

†APB is an abbreviation for 2-amino-4-phosphonobutyrate, which blocks synapses in the retinal
ON channel.
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a spot of light to find the cell’s receptive field center (Jensen et al., 1996). Further
refinement of this estimate might be achieved with a tissue stain after threshold
measurements are complete, provided that the cells are distributed sparsely enough
that the target of stimulation can be unambiguously identified. Performing these
measurements will require additional optical equipment not present in the current
experimental apparatus.

5.3 Pulse duration

As discussed in Section 1.2.3, Greenberg (1998b) has found that stimulation tar-
gets depended on the duration of the stimulation pulse. However, all but one of these
measurements (the phosphene experiment) were performed with 1.5mm diameter elec-
trodes which were placed far from the epi-retinal surface. Will the same arguments
apply with smaller surface-residing stimulating electrodes, where field strength will
vary rapidly with retinal depth? The work of Doty and Grimm (1962) and Humayun
(1999) provide some evidence to the affirmative, since these studies placed electrodes
on the retinal surface and used pulse durations which were 1ms or longer, and in nei-
ther case were axons stimulated at the lowest currents. This hypothesis, however, has
not yet been examined systematically with a realistic electrode configuration. Future
work could also be directed at experiments to test this.

5.4 Electrode size

Table 3.4 shows that a significant range of electrode areas was used in the litera-
ture. In Section 3.5.1 I noted that the unusually small stimulating electrode size used
for this thesis might account for the unusually low excitation thresholds reported in
Chapters 2 and 3. Are thresholds small for small stimulating electrodes and large
for large electrodes? And if so, how do the threshold versus diameter functions com-
pare for different retinal elements? It may be that different electrode sizes stimulate
different targets, in which case electrode size could be used as a tool for selectivity.

These questions can be answered experimentally using stimulating electrode array
techniques. For example, a series of arrays with a range of disk diameters could be
produced, with each array containing electrodes of one size. Several experiments
could then be performed with each electrode size, and average thresholds compared
for the different sizes. Alternatively, a range of electrode sizes could be fabricated
on the same array. Measurements of the threshold versus diameter function for a
particular element may prove problematic, however. On a first glance, the electrode
pattern in Figure 5.2a would appear to be just the tool for the job. Using this type
of pattern, thresholds could be measured with the stimulator connected between the
central electrode and a distant return, then using the parallel combination of the
central electrode and first ring, and so forth. Unfortunately, unused electrodes may
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(a) (b)

Figure 5.2: Array patterns for measuring thresholds versus electrode diameter. (a)
A concentric ring electrode could be used to measure thresholds for several electrode
diameters, but field distortion from unused electrodes will probably confound the
results. (b) An array with several electrode sizes can be used to compare thresholds
from the same retina but at different stimulation sites.
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significantly distort the stimulating field as noted in Chapter 4. Hence stimulating
fields obtained with central electrode alone will be spatially smoothed by the large
surrounding rings, and will probably have higher threshold currents than would the
same electrode surrounded by insulator only. This ambiguity can be avoided with
arrays containing simple disks of different sizes which are placed reasonably far apart
(a few electrode diameters), as in Figure 5.2b. Thresholds for a range of different
sizes can be measured on the same retina, but the group of neurons stimulated will
be different for each electrode.



Appendix A

Thresholds for In Vitro Human
Retina

On August 18, 1999, a sample of living human retina was made available for study.
The sample came from the eye of a patient at the Massachusetts Eye and Ear Infirmary
with cancer of the lacrimal gland extending throughout the eye socket. The patient’s
eye was removed as part of the cancer treatment. The patient was aged 77, male,
with 20/25 acuity and no known visual problems.

In surgery, the entire eye socket with surrounding bone was removed. The intact
eye was then removed from the socket, placed in normal saline solution, and rushed
to the laboratory where it was opened and the retina dissected free. The retina
was placed in oxygenated Ames’ medium (pH 7.3-7.4) approximately one hour after
removal of the eye from the patient.

Single unit spike thresholds were measured exactly as described in Chapter 2,
except that in this case the retina patch was cut from the periphery. A total of
53 thresholds were measured for units picked up by six different recording electrodes.
Monopolar thresholds were similar to those found in rabbit, ranging from .2 to 1.3µA.

A partial monopolar threshold map was made for one unit. This map is shown in
Figure A.1.

Graded potentials made it impossible to determine thresholds at many of the stim-
ulating electrodes. However, the low variation in thresholds along the third column of
the map (particularly among the upper five electrodes) suggests that the alignment of
the fiber under study was close to vertical. Furthermore, the fourth column contained
two large thresholds which suggested that the fiber was to its left.

Bipolar thresholds were measured with pairs of electrodes spaced 50µm apart in
the same row (horizontal alignment) or column (vertical alignment). The current
source was connected to the bipolar electrode pairs in a manner analogous to that
described in Chapter 3, with the + terminal of the current source connected to the
electrode with lower monopolar threshold. This was verified by the fact that spikes
always immediately followed the end of the stimulus phase which drove this electrode
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.46

1.14

.58

.49
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.93

.48

.69

.45

.58

Figure A.1: Monopolar threshold map
for in vitro human retina. Thresholds
are in µA

Normalized thresholds

Vertical Horizontal
1.02 1.39
1.11 1.46
1.16 1.51
1.22 1.54

1.56
1.64

Table A.1: Normalized thresholds for horizontal and vertical bipolar stimulation.

cathodically (see Chapter 3).
Normalized bipolar thresholds are listed in Table A.1. Even though the sur-

face separation between fiber and electrodes was uncertain, it is clear that normal-
ized thresholds for horizontally aligned stimuli were greater than those for vertically
aligned stimuli.

These results suggest that:

• The unusually low thresholds reported in Chapter 3 are not particular to rabbit;
fibers at the surface of human retina can also be stimulated at sub-microampere
currents. The discrepancy with thresholds for human phosphene perception,
which were several hundred microamperes or larger, cannot be accounted for
by retinal anatomy differences in the two species.

• Fiber thresholds depend on field orientation in human retina just as they do in
rabbit retina. Thresholds are larger for fields running perpendicular to fibers
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than for fields running parallel to fibers.



Appendix B

Instrument Designs

B.1 Introduction

To make the measurements documented in earlier parts of this thesis I designed
and built several specialized electronic instruments. These instruments consist of: a
current source which delivers stimuli to the retina, a bank of nerve response amplifiers
which simultaneously monitor the activity at eight sites on the retina, and a pair of
amplifiers which monitor the electrode current delivered (which, in principal, should
be equal to that requested of the source) as well as the voltage required for delivery.
Functional block representations of the new instruments are shown in bold outline in
the diagram of Figure B.1. This appendix details their designs.

B.2 Stimulator design

A block diagram of the stimulator is shown in Figure B.2. The circuit consists of
several subsystems, including an isolator which decouples the computer D/A ground
from the current source ground, an active filter to reduce high frequency noise added
to the signal by the isolator, a switching network to decouple the still somewhat
noisy signal from the current source when the stimulator is not in use (this reduces
noise picked up by the response amplifiers), and the current source itself. The details
of these subcircuits will now be considered in turn, followed by a summary of the
stimulator’s measured performance.

B.2.1 Isolator

The current source ground is isolated from the computer D/A ground using a Hewlett-
Packard HCPL-7820 chip, which converts input voltages to a stream of digital bits,
transmits the stream optically across an electrical isolation barrier and then converts
the bits back to an analog voltage on the output side. Isolation implies that almost
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Figure B.1: Block diagram representing signal flow in the experimental apparatus.
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Voltage-controlled
current source
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Isolator Active lowpass
filter

Figure B.2: Block diagram of the stimulator.



B.2. STIMULATOR DESIGN 87

–

39� 

.01µF
– +

–+

–

vin vout

AD711 +
+

LF412

11k� 

11k� 
10k� 

10k� 
in

75pF

75pF

out

HCPL 78
20

Input
ground

Output
ground

Isolator driver

Differential to single-ended converter

Isolator chip

ISOLATOR

Figure B.3: Schematic diagram of isolator driver, isolator, and differential to single-
ended converter.

no electric current will flow in loops passing through the isolation barrier, so that the
stimulator output can be treated as a floating source.

The stimulator command voltage generated by the computer is coupled through
a 50:1 resistor divider to the isolator circuit illustrated in Figure B.3 (the resistor
divider is not shown in the Figure). The first section of the circuit, labeled Isolator
driver, consists of an op-amp buffer and a passive lowpass filter. The filter, used on
the suggestion of the 7820 data sheets, stabilizes the switched-capacitor filters at the
input of the chip, as well as acting as an anti-aliasing filter. Referring to second section
of Figure B.3, labeled Isolator chip, the HCPL-7820 has the following characteristic

vout = 8vin; −200mV ≤ vin ≤ +200mV.

Within the indicated range of input voltages, Hewlett-Packard guarantees the differ-
ential gain of 8 to within 3%. The resistor divider mentioned above (not shown in
Figure B.3) scales the ±10 volt output range of the computer’s D/A board to the
acceptable HCPL-7820 input range. The third section of the isolator circuit converts
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the differential output of the HCPL-7820 to a single-ended signal. The differential to
single-ended converter has a low frequency gain of 11/10 which rolls off above 200kHz.

B.2.2 Lowpass filters

The output of the 7820 is substantially contaminated with noise, primarily near
500 kHz, which is generated by a chopper-stabilized amplifier inside the chip. Unfil-
tered, this noise is roughly 100mV peak-to-peak at the output, or 12.5 mV peak-to-
peak referred to input. Considering the peak allowable input voltage of 200 mV, this
noise represents a severe limitation on the useful range of signals which can be passed
through the 7820.

Since this noise is in a slightly higher band than frequencies of interest (stimulation
pulse widths no shorter than 20µs are anticipated), it can be substantially filtered out
with four poles of lowpass in the 100kHz to 200kHz range. The first pole is provided
by the differential to single-ended conversion circuit of Figure B.3. The fourth pole is
provided by a passive RC formed through the analog switch in the decoupler circuit
(see Figure B.5) by the 1kΩ resistor and the 680pF capacitor.

The second and third poles are provided by an active, lowpass, two-pole Bessel
filter. The filter is implemented using the circuit of Figure B.4 with R1=13.3kΩ,
C1=47pF, R=37.4kΩ, and K=1.267. A Bessel-type filter provides a compromise be-
tween a steep pass-band (to reject the isolator noise) and good time domain perfor-
mance (preserving the shape of rectangular current pulses). The 3dB cutoff frequency
of the filter is given by fc = 1/2πR1C1fn, where fn = 1.272 (Horowitz and Hill, 1989),
yielding a cutoff of 200kHz.

The input-referred isolator noise is reduced by the lowpass filters to 1.25mV pk-
pk. Referenced to the input of the stimulator (i.e. to the input of the resistor divider
preceding the isolator section), this noise is about 63mV pk-pk.

B.2.3 Decoupler circuit

Even with the reductions provided by the lowpass filters discussed above, an apprecia-
ble amount of noise is still present in the signal driving the controlled current source.
Out of concern that this noise might distort the recorded neural signals, a means was
provided to decouple the noisy isolator output from the current source input when
not passing stimulation current. This decoupler circuit is illustrated in Figure B.5.

An analog switch (MC14066) is used to either connect or disconnect the active
filter output from the voltage-controlled current source. When passing stimulation
current, the switch is closed by applying a logic HIGH (5V) to the On/Off terminal
of the stimulator. Conversely, the switch is opened when no stimulation current is
desired by applying a logic LOW (0V) to the ON/OFF terminal.

The switch control signal, provided by the computer, is isolated from the controlled
current source ground using the NEC2501 light-emitting diode/phototransistor pair.
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Figure B.4: Schematic diagram of a generic 2-pole active lowpass filter.

A more complex isolation amplifier such as the HCPL-7820 is not needed in this
case since the signal to be isolated is digital. The ECL inverter formed by Q1 and Q6
supplies about 4mA to the NEC2501 input when the ON/OFF terminal is at 5 volts∗,
which in turn gets transferred to the output with a (measured) ratio of about two. To
keep the switching speed as fast as possible, a relatively low 100Ω resistor is placed
on the 2501’s output. Multiplied by a current step of about 8mA, this resistance
provides a total voltage change of just under 1V at the 2501’s output during a logic
transition. This small excursion is converted to a rail-to-rail transition (needed to
drive the analog switch) using the emitter-coupled logic gate formed by Q3 and Q4
and an RTL inverter (Q5).

A 680pF capacitor is placed at the output of the analog switch in order to minimize
the voltage “glitching” generated by charge dump accompanying logic transitions at
the switch control input. This capacitor also forms a passive lowpass filter with the
switch resistance, helping to reject isolator noise as mentioned in Section B.2.2. The
10kΩ resistor in parallel with the capacitor is used to hold the positive input of the
VCCS op-amp near zero when the analog switch is open. With the switch closed,
the cutoff frequency of the passive filter is 232kHz, assuming the “typical” switch
resistance of 120Ω.

∗An ECL inverter is used here rather than a simpler RTL inverter to avoid large changes in
the total current demand on the power supply, averting possible stimulus artifact contributions via
power supply coupling.
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Figure B.5: Schematic diagram of circuit used to decouple the stimulator from the
noisy isolator output.
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Figure B.6: Voltage-controlled current source topology.

Finally, to help minimize transients at the current source output upon switch
opening or closing, two offset-trimming potentiometers are provided (not shown in
the Figures). With the decoupler opened, the offset of the VCCS op-amp (AD711 in
Figure B.7) is first zeroed using a trimpot connected directly to that op-amp. Then
the switch is closed, and the offsets associated with the preceding amplifier and filter
stages are zeroed by adjusting the trimpot connected to the isolator driver buffer
(see Figure B.3). This procedure ensures that turning the switch on and off does not
produce steps in the stimulation current when it is set to zero.

B.2.4 Current source

Essential topology

In its simplest form, the voltage-controlled current source (VCCS) used in the stim-
ulator circuit may be drawn as in Figure B.6. If the operational amplifier output is
not saturated or slewing, the current iout through the load is

iout = vin/Rt.

The resistor Rt (the t is for transconductance) sets the ratio of input voltage to output
current. One of three different values of Rt—10kΩ, 100kΩ, and 1MΩ–is selected by
shorting together an appropriate pair of jumper posts on the stimulator circuit board.

Output circuit

A collection of resistors and capacitors are connected between the VCCS output and
the stimulator output terminals. The significance of these elements, which are shown



92 APPENDIX B. INSTRUMENT DESIGNS

10M� 10
pF

+

–

10k� 

Rt
vin

.01µF

.01µF

RM1 CB1

CB2RM2

10k� 
Load

Cf

AD711

Rf

VCCS

Figure B.7: Voltage-controlled current source and output network.

in Figure B.7, are now considered.

Rf and the CB’s

The capacitors CB1 and CB2 block DC and low-frequency currents from flowing
through the electrodes. These are needed because sustained current can cause ir-
reversible chemical reactions capable of destroying the electrodes or damaging the
retina (Robblee and Rose, 1990). The total amount of unbalanced charge deliver-
able to the electrodes is approximated from the value of the capacitors and from the
supply levels used to power the operational amplifier in Figure B.7. For example, if
CB1 = CB2 = .01µF, and if the op-amp is powered by ±9 volts, then at most the
op-amp can deliver

Q = ±1

2
× .01µF × 9V = ±45nC

of unbalanced charge before it saturates. This charge is equivalent to a 1ms long
pulse of 45µA, or a 10ms long pulse of 4.5µA.

The large resistor Rf provides feedback to stabilize the operational amplifier at
DC. The value of Rf was chosen to be large enough to minimize shunt current away
from the stimulating electrodes†, but small enough that the DC gain (-Rf/Rt) pro-
vides reasonable stability in the face of the nonzero, drift-prone input offset voltage
of the op-amp.

†The impedance of 10µm-diameter disks plated with platinum black, at time scales comparable
with stimulation pulse widths, has a magnitude on the order of 100kΩ and a slight negative phase
shift (see Figure B.23).
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The output network will only deliver currents lasting less than about RfCB1 sec-
onds (see section B.6). Given Rf , the value for the CB’s was chosen to keep the RfCB

product about two orders of magnitude above the width of the longest anticipated
stimulation pulses (about 1ms duration).

The RM ’s

The resistors RM1 and RM2 are used to measure the stimulation current flowing
through the load. Since the voltage across these resistors is ioutRM when the load
current is iout, we can measure the voltage across the resistors to determine iout. This
provides a means to verify that the load is actually receiving the desired current.
Measuring the voltage across both terminals of the current source provides a way
to verify if and when it is behaving as an ideal two-terminal circuit element (see
section B.5.2).

Cf

Placing the capacitor Cf as shown in Figure B.7 was found experimentally to
eliminate a slight “jaggedness” appearing in the step response of the load current.
The feedback provided by Cf apparently stabilizes the network at high frequency.
The addition of Cf also increases the rise-time of the load current (see section B.6).

B.2.5 Performance specifications

Description Value Units Note
Noise floor ∼63 mV 1

Maximum input ±10 V 2

Output Current to .2, 2, 20 µA/V 3
Input Voltage ratio

10% - 90% Rise time 2-7 µs 4

Output Voltage ∼-7.3 and +7.9 V 5
Limits

Notes:

1. Measured at the input of the voltage-controlled current source, and referred to
the stimulator input (i.e. the input to the voltage divider driving the isolator
section).

2. The HCPL-7820 isolator gain is guaranteed to within 3% for input voltages
between -200mV and +200mV. Since the stimulator input is divided down by
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a factor of 50 before delivery to the isolator, as much as 10 volts positive or
negative can be applied without compromising accuracy. Somewhat larger sig-
nals can be applied without damaging the isolator (see HCPL-7820 data sheets,
from Hewlett-Packard). However, the isolator output will begin to clip when
its input magnitude rises above 320mV.

3. The output current to input voltage ratio is set by a jumper labeled Rt which
is located on top of the circuit board holding the stimulator.

For a particular value of Rt, this ratio is calculated by multiplying 1/Rt and
the product of the attenuator ratio (1/50), the isolator gain (8), the gain of
the differential to single-ended converter (11/10), the gain of the Bessel filter
(1.267), and the attenuation of the final lowpass filter which includes the switch
(about 10/11).

4. The 10% - 90% rise time was determined by examining the voltage transient
across RM2. A 220 kΩ resistor was used as the load. The rise time varied with
choice of Rt as follows. For Rt=10kΩ, the rise time was 7µs; for Rt=100kΩ, the
rise time was 5.8µs; and for Rt=1MΩ, the rise time was under 2µs.

5. The output voltage limits of the current source are determined by the supply
levels used to power the AD711 op-amp which implements the current source,
and by the extent to which the AD711 can bring its output to these supply
levels. According to the data sheets, for ±15 volt supplies, a typical AD711
can bring its output as high as +13.9V (1.1V below its positive supply) and as
low as -13.3V (1.7V above its negative supply). Since the supply rails for this
circuit are nominally ±9V, the output voltage limits are estimated as +7.9V
and -7.3V (i.e. 1.1V below the positive supply and 1.7V above the negative
supply, respectively). It is important to note, however, that the current source
is powered by 9V alkaline batteries, whose terminal voltages may start slightly
above 9V and will fall below 9V with time and use.

B.3 Stimulus monitor amplifier design

Two nearly identical amplifiers were built to monitor stimuli as they were delivered
to the array. One of these monitors amplifies the voltage across a 10kΩ resistor in
series with the load (labeled RM1 in Figure B.7), providing a measure of the current.
The other monitor was usually used to track the voltage output of the current source
op-amp (AD711 in Figure B.7). This voltage is dominated by the drop across the
stimulating electrodes. In a few instances (see section B.5.2) the second monitor was
used to measure the voltage drop across RM2, allowing for simultaneous measurement
of both current source branch currents.

A block diagram for one stimulus monitor is shown in Figure B.8. The monitor
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Figure B.8: Block diagram of one stimulus monitor.

circuit consists of a differential amplifier, an isolation network identical to that used
in the stimulator circuit, an active lowpass filter, and a passive lowpass filter.

B.3.1 Differential amplifier

A schematic diagram of the differential amplifier at the stimulus monitor input is
shown in Figure B.9. Op-amps TCL274A and TLC274B provide a differential gain
of [2(RA/RB) + 1]. For measuring current I used RA = 23.7kΩ and RB = 2.49kΩ
yielding a gain of 20.04; for measuring voltage I short-circuited RA and open-circuited
RB for a gain of 1. Op-amp TLC274C converts the differential signal to single-ended
with a gain of 1. A jumper, labeled “÷N”, provided attenuation of monitor signals
to avoid saturating the subsequent isolator circuit. For measuring current I set N=10
to provide optional 1/10 attenuation; For measuring voltage I set N=20 and always
shorted the jumper terminals.

The TLC274 op-amps have high impedance MOSFET inputs, and were used to
minimize the the amount of current shunted away from the stimulating electrodes by
the monitor amplifiers. The three op-amp differential amplifier topology was chosen
for its ability to completely reject common-mode steps at its inputs.

No special precautions were taken to minimize the offset voltages of the monitor
amplifiers. The input offset voltages for the TLC274 op-amps can be as high as
10mV. In a worst case scenario, this would lead to a differential input offset voltage
of 20mV, which in turn would yield 4V at the output of the current monitor. Luckily,
the measured offset voltages are much smaller (see below). Perhaps we can assume
from this that the input offset voltages of the op-amps within the TLC274 quad
package are fairly well matched. In any event, the offsets are tolerable, so the design
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Figure B.9: Schematic diagram of the differential amplifier at the input of the stimulus
monitor.

will be accepted as it is.

B.3.2 Isolation and filters

An isolation circuit, identical to that shown in Figure B.3 was used to isolate the
differential amplifier ground (which is the same as the ground used for the voltage-
controlled current source) from the computer A/D ground.

All of the comments made with regard to the use of the HCPL-7820 isolation am-
plifier in section B.2.1 are applicable here as well. The isolation amplifier is preceded
by a buffer/drive and followed by 4 poles of lowpass filtering. The first of these poles
is provided by the differential to single-ended converter (Figure B.3), the second and
third poles by a Bessel filter (Figure B.4), and the fourth pole by a passive RC filter.
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B.3.3 Performance Specifications

Monitor ÷N Output/Input Output Maximum 10% - 90%
Jumper Ratio1 Offset2 Input3 Rise Time

1 ON -.5 V/V +12 mV 4 V 5 µs

2 ON .2 V/µA 0 mV 10 µA 6 µs
2 OFF 2 V/µA -110 mV 1 µA 6 µs

Notes:

1. The output to input ratio is set by a jumper labeled ÷N, where N=10 or N=20,
on the circuit board holding the monitors.

The ratio is calculated by taking the product of the measurement resistance
(10kΩ), the differential gain (20), the attenuation (1/N), the isolator gain (8),
and the Bessel filter gain (1.267).

2. The output offset voltage was measured with the monitor input terminals
grounded.

3. The maximum input current is determined primarily by the limitation on the
magnitude of the input to the HCPL-7820.

4. The monitors were driven with common mode steps of a few hundred mV, and
no sign of these was observed on the outputs.

B.4 Nerve response amplifier design

In order to record from a large number of sites while maintaining reasonable hardware
complexity, I built 8 amplifiers which can be electronically switched between each of
8 electrodes. This situation is depicted schematically in Figure B.10. To simplify
the description of this design, a block diagram is shown in Figure B.11. The
response amplifier circuit consists of several subcircuits. These include a multiplexer
which connects one of 8 electrodes to the input of the amplifier cascade, a gain 10
preamplifier, an sample and hold circuit (to reduce stimulus artifacts), a two-pole
active lowpass filter, and a high-gain amplifier.

B.4.1 Multiplexer

A schematic diagram of the multiplexer circuit for one amplifier channel is shown
in Figure B.12. This circuit connects the preamplifier input to eight electrodes
in parallel through electro-mechanical reed relays An analog multiplexer (ADG408)
controls the flow of coil current such that only one relay is in the closed position at
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Figure B.11: Block diagram of one nerve response amplifier.
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a time. The experimenter advances the multiplexer state to select a new electrode
using a pushbutton on the front of the instrument panel. The state of the multiplexer
is displayed as a digit between zero and seven with a seven-segment LED located on
the front of the instrument panel. In addition, the multiplexers may be advanced
under computer control.

B.4.2 Preamplifier

A schematic diagram of the preamplifier circuit is shown in Figure B.13. The mul-
tiplexer output is coupled to a standard non-inverting amplifier through a .01µF
capacitor. This capacitor prevents the AD711 op-amp from drawing DC bias current
through the electrodes. Instead, bias currents are provided by a 10MΩ resistor. The
non-inverting amplifier provides a gain of (1 + 1kΩ/9.09kΩ) = 10.09. This provides a
modest increase in signal level and a low-impedance driver for the long wires separat-
ing the preamplifier output (located near the retina) and the input of the sample and
hold circuit (located in an instrument chassis a few feet away, in an equipment rack).
The gain was kept small to reduce the likelihood of stimulation artifacts saturating
the preamplifier.
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Figure B.14: Schematic diagram of the sample and hold circuit.

B.4.3 Sample and hold

A sample and hold circuit is placed between the preamplifier and the subsequent
circuits in order to block transmission of artifacts during stimulus application. A
schematic of the circuit is given in Figure B.14.

Normally the analog switch (MC14066), placed between the preamp output and
a .1µF sampling capacitor, is closed. A logic pulse accompanying stimulation opens
the switch for a brief interval. A special circuit shown in Figure B.15 generates a
blanking pulse which starts before and ends after the current control waveform is
coupled to the stimulator. This helps to ensure minimal coupling of the stimulus to
the amplifier output.

The sampling capacitance was made as large as possible to minimize switch artifact
(due to charge dump accompanying large voltage swings at the control input of the
MC14066), but not so large that RC delays associated with the switch resistance could
severely attenuate action potentials. The typical ON resistance of the MC14066 at
room temperature is 120Ω (assuming 10V across the power rails). For C=.1µF, the
3dB cutoff frequency is 13.3kHz, which is about where we want it. The maximum ON
resistance is 500Ω, which yields a somewhat low but tolerable 3dB cutoff of 3.2kHz.
The measured resistance for the 4066 chip used for channels C and D is 88Ω (3dB
cutoff at 18kHz).

The sampled voltage on the .1µF capacitor is buffered using a TLC252 MOSFET-
input op-amp.
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B.4.4 Active lowpass filter

An active lowpass filter is used to reduce noise components which are outside of
frequency ranges of interest. The filter is a second-order Butterworth type, and is
used for its ability to provide a relatively sharp transition band while maintaining
flat gain in the pass band. To implement the filter, the general active lowpass filter
circuit of Figure B.4 is used with R1=15.2kΩ, C1=.001µF, R=100kΩ, and K=1.59.
The calculated 3B-cutoff of the filter is 10.5kHz, and the low frequency gain is 1.59.

B.4.5 High-gain amplifier

Having been selected, preamplified, sampled and held, and filtered, the signal is finally
fed to a high gain circuit. A schematic diagram of this circuit is shown in Figure B.16.

The gain of each of the non-inverting stages is (1 + 24.3kΩ/1kΩ) = 25.3. The
passive high-pass filter formed by the .1µF and 82kΩ resistor placed between the two
stages removes DC offset at the output of first non-inverting amplifier. The cutoff
of the highpass is 19.4Hz, well below frequencies associated with extracellular action
potentials.
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Figure B.17: Gain and phase plots for nerve response amplifier A. The dashed line in
the gain plot is 3dB down from the midband gain.

B.4.6 Bode plot

A Bode plot of amplifier “A” is shown in Figure B.17. The measured gain of the
amplifier is near 10,000, which is consistent with the calculated value of 10,177. This
is found by taking the product of the preamplifier gain (10), the Butterworth filter
gain (1.59), and the high-gain amplifier gain (25.3×25.3). The lower 3dB cutoff occurs
near 20Hz, as predicted from the highpass cutoff of the passive RC in the high gain
amplifier. The upper 3dB cutoff is at approximately 10kHz and the roll-off is steep,
as we would expect from two poles in the active filter and the passive pole through
the switch in the decoupler circuit.
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B.5 System considerations

Three aspects of the circuits described above become most significant when the entire
system is connected. These are noise, shunting of stimulator current, and stimulus
artifacts. The first two topics are considered below, with another chapter devoted to
the somewhat more involved third topic.

B.5.1 Noise

Ideally, when there is no cell activity, there will be no signal at the output of the nerve
response amplifiers. In practice, this is not the case. Several sources may contribute
noise at the output of the amplifiers, including pickup through the bath of noise
generated by the stimulator, electrostatic pickup of noise generated by sources near
the amplifier, ground loop pickup of noise generated by sources near the amplifier, and
noise generated in the electronic components which are used to provide amplification.

Figure B.18 is a representation of the electronic instruments connected in a re-
alistic configuration. The stimulator and nerve response amplifier are connected to
electrodes in a salt water bath. The computer’s analog output is connected to the
stimulator, which is represented in the Figure as a voltage-controlled current source.
The output of the nerve response amplifier is connected to an oscilloscope. Note that
the nerve response amplifier and non-isolated side of the stimulator (to the left of the
isolation barrier) are powered by different supplies than the isolated side of the stim-
ulator (right side of the isolation barrier). Each set of supplies has its own common,
or ground, node: the non-isolated ground is called “com1” in Figure B.18 and the
isolated ground is called “com2”. Note also that the wired connection labeled 1 is
made, so that “com1” is the same as “earth”‡ The significance of labeled branches
2 and 3 will be considered below in the sections on electrostatic and ground loop

pickup. Branch 3 is shown as a dashed line because it is normally open-circuited.
With the configuration of Figure B.18 and no retina in the salt water, a measure-

ment of the noise was made, sampling every 2µs for 10,000 counts. After subtracting
off the absolute value (due to offsets in the amplifier cascade), the output noise am-
plitude is 52mV rms.

Stimulator-generated noise

Recall from section B.2.3 that the output of the HCPL-7820 isolator is somewhat
noisy, and that an electronic switch was added to decouple the isolator from the bath
during periods when the stimulator is not in use. Closing the switch was sometimes
found to increase the noise on a recording electrode by as much as a factor of ten,

‡As it turns out, the ground provided by the plug-in supply which provides power to the non-
isolated side (Va and Vb in the Figure) is not equal to the earth potential, so this connection must
be made explicitly in order to use a computer or oscilloscope to make single-ended measurements of
the amplifier output.
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Figure B.19: Noise voltage measured at the amplifier output with branch 2 (Fig-
ure B.18) open and closed.

depending on the quality of insulation used and the relative positions of stimulating
and recording electrodes. Thus for noise reduction it is advantageous to keep the
switch open whenever the stimulator is not in use.

Electrostatic pickup

The input to the high gain amplifier has a very high impedance to ground, even when
coupled to earth through the salt water bath. This makes the input node susceptible
to capacitive coupling of noise sources in the environment. A Faraday cage, connected
to the signal reference potential near the point of signal origination, should eliminate
any capacitive coupling (Morrison, 1986). This notion can easily be checked by open-
circuiting branch 2 (Figure B.18). Indeed, there is substantial pickup of 60Hz noise,
as shown in Figure B.19.
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Ground loop pickup

Noise can also be picked up via magnetic interactions when there are ground loops
linking flux from a source near the amplifier. Closing branch 3 (Figure B.18), for
example, generates such a loop. The path of the loop is illustrated in Figure B.20,
which portrays a realistic layout of the ground connections initially used. The ground
loop begins at the earth connection in the computer D/A, runs through the “common”
node of the nerve response amplifier and through the Faraday cage, and then through
the outer shell of the oscilloscope connector back to earth. Figure B.21 shows that
under these conditions there is pickup of high frequency noise, which turns out to be
near 30kHz. The total noise amplitude is not dramatically increased by the ground
loop noise, though the root-mean-square magnitude rises from 52mV to 82mV.

This noise is apparently generated by the nearby computer monitor, since, even
with branch 3 closed, the noise disappears when the computer monitor is turned off.

With the monitor turned on and branch 3 closed, furthermore, the noise is reduced

if physical wire constituting branch 3 is moved far from the monitor. In any event,
the magnetic pickup in this case is eliminated easily enough by open-circuiting branch
3 .

Noise generated by electronic components in the amplifier cascade§

The electronic devices used to build the nerve response amplifiers will also contribute
to noise at the output. Unlike the sources discussed above, these sources are intrinsic
to the amplifier and essentially inescapable¶.

Device noise can be estimated from the equivalent input voltage noise en (V/
√

Hz)
of the source in question, the gain applied between the source and the amplifier output,
and the bandwidth over which the gain is large. Table B.1 summarizes estimates for
the dominant contributors of device noise. For each of the operational amplifiers,
the equivalent input voltage noise at 1kHz, en, was taken from the data sheets and
assumed to be constant over the appropriate bandwidth.

We can make an estimate of the contribution of device noise if we assume that the
noise sources in the Table are independent of one another. In this case the noise is
the square root of the sum of the squares of the individual contributions. This value
turns out to be 25.9mV rms, or roughly half of the measured value of 52mV rms.
Thus, device noise, as estimated here, cannot be the dominant noise source.

As a check on our logic, note that we can connect the preamplifier input to earth
without affecting the validity of our estimate for device noise. Under this condition,

§These measuresuments and calculations were performed during an earlier revision of the circuit
in which the 3dB-bandwidth was 15kHz rather than 10kHz. Though the numbers would be slightly
different for the present system, the main message of the section remains the same.

¶Of course, “low-noise” and “very low noise” circuit components are usually available. We will
see, however, that the dominant noise source in the instrument is not the purchased components,
but the electrode-electrolyte interface. This source will be discussed shortly.
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Figure B.20: Schematic diagram of ground connections leading to ground loop pickup
from the computer monitor. Closing branch 3 between the oscilloscope BNC shell
and the Faraday cage creates a ground loop (arrows) which links magnetic flux gen-
erated by the computer monitor.
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Output Noise

Source Circuit Element en (nV/
√

Hz )
√

Hz Gain at Voltage
(mV rms)

1 AD711JN 18
√

15×103 10000 22
(Figure B.13)

2 LF411 30
√

4×106/25.3 1000 12

(Figure B.4)

3 LF412A 25
√

4×106/25.3 640 6.4

(Figure B.16)

Table B.1: Estimated contributions from major sources of noise in amplifier cascade.

the noise at the amplifier output is reduced to 31mV rms. This value is in reasonable
agreement with our estimate of device noise.

Noise generated at the electrode-electrolyte interface

Electronic devices in the amplifier cascade generate a significant, but not dominant,
fraction of the total observed noise. Some other source must therefore be responsible
for most of the noise. Assuming this source is independent of those associated with
the op-amps, its magnitude (integrated over the bandwidth of and multiplied by the
gain of the amplifier) should be 41.7mV rms.

It seems most likely that the source of this noise is the electrode-electrolyte inter-
face, since this component is eliminated when the interface is shorted out by earthing
the preamp input terminal. A circuit model of the preamplifier input section is shown
in Figure B.22. If we model the interfacial impedance ZE as a resistor generating pri-
marily Johnson noise, we would need ZE = 71kΩ to generate the requisite 41.7mV
rms. Measurements of the electrode impedance (see Figure B.23) reveal a complex
impedance whose magnitude is in this range, but which has nonzero phase.

Further exploration of the interface noise might elucidate its mechanism, and
possibly suggests ways to reduce it. At this point, however, it is worth noting that
the total noise, referred to input, is about 5µV rms. In contrast, extracellular spike
amplitudes are often 100µV or more, twenty times larger than the noise. Since the
expected signal-to-noise ratio is quite good, the subject of noise will not be pursued
further.

B.5.2 Current shunting

In Chapter 3 the field distribution in the tissue was controlled through a choice of
stimulator connections to the electrode array. Even though the exact field distribution
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Figure B.22: Circuit model of the input region of the preamplifier. The interface
impedance is ZE, and the associated noise source has magnitude v1. The equivalent
input noise of the AD711 is in series with the + input terminal of the op-amp, and
has magnitude v2.

was unknown, a rough sense was obtained by assuming that current flowed only
between the two conductors connected to the stimulator, and that the only available
path was through the tissue. Initial instrument designs revealed conditions under
which substantial shunt paths were available, weakening the above assumption. This
section describes the nature of these paths and steps that were taken to reduce the
amount of current flowing through them.

A generalized schematic of the instruments and possible shunt paths is shown
in Figure B.24. For present purposes the nerve response amplifiers can be lumped
together in a single box and only the output op-amp of the stimulator need be consid-
ered. The stimulator is connected between two electrodes, labeled p and n, through
which currents i+ and i− flow. Three possible current paths, each a bold line ending
in an arrow point, are depicted in the Figure. The box labeled Z represents path-
ways linking a node or nodes in the response amplifiers with the stimulator ground.
The path labeled in passes through just the salt water (and tissue, if present) and
represents the nominal or intended path for current flow. Hence in the ideal case
i+ = i− = in.

The other two current paths, isc and isd are shunt paths. Let’s consider first
how current might flow in the isc path. Recall that if the stimulator op-amp is not
saturated or slewing, the feedback requires that i− = −vin/Rt and that electrode n is
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Figure B.23: Impedance magnitude and phase of electrode D0 on array AEG2. Elec-
trode D0 is a 10µm diameter disk of indium-tin-oxide plated with platinum black at
.3µA for about five seconds.
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at the stimulator ground potential. When vin < 0, i− and i+ will be positive, raising
the potential everywhere in the bath (relative to the stimulator ground) except at
electrode n. This rise in potential may cause a current isc to flow if a sufficiently
low impedance path between the amplifier and stimulator ground is available. The
simplest such case would occur if the stimulator and recording amplifiers shared
the same ground and if the recording amplifiers were configured for single-ended
measurements. In this case the platinum wire would provide a direct connection to
the stimulator ground.

In anticipation this outcome, the response amplifiers were initially configured for
differential recording, with the platinum wire—which served as a common reference
for all electrodes—connected to a high impedance op-amp input. Substantial shunt
currents in the isc path were discovered in spite of this precaution. These were re-
vealed when simultaneous measurements of the stimulator branch currents showed a
transient period where i+ > i−. In this early version of the instrument, the stimulator
and recording amplifiers shared the same ground, and analog multiplexers were used
to select amplifier inputs as shown in Figure B.25a. The channel capacitances in the
analog multiplexers provided low impedance paths to ground. All 64 such capaci-
tances (8 multiplexers × 8 channels each) in parallel resulted in a significant shunt
current, which appeared as an overshoot in the i+ waveform. Consistent with this
model, the overshoot systematically decreased as multiplexers were each replaced by
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Figure B.25: Shunt currents with differential recording but a shared ground. (a)
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channel capacitances to ground in the analog multiplexer. (b) Plot illustrating the
dependence of the measured i+ current on the number of multiplexers connected to
the bath. The peak overshoots for three cases are labeled: a - four multiplexers; b -
2 multiplexers; c - no multiplexers.
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a wired connection from one electrode to the preamplifier input. This is shown in
Figure B.25b.

Isolating the stimulator from the response amplifiers, so that the two use separate
grounds, reduces if not abolishes the isc component. Even with all eight multiplexers
connected, the measured i− and i+ current components were equal. This approach
required that care be taken to keep the two grounds physically separate to reduce
parasitic capacitance between them. In the physical arrangement of the circuits,
the stimulator was placed atop an insulating platform, several centimeters above the
recording ground plane.

The second path for shunt current, labeled isd in Figure B.24, is more subtle.
This path is taken by current which flows into the response amplifier through some
electrodes and back out through others. The shunting cannot be detected from mea-
surements of the stimulator branch currents since isolation ensures that the branch
currents are equal. However, the relatively large channel capacitances in the analog
multiplexer might be expected to provide viable paths as they did in Figure B.25, but
instead joining different electrodes via the recording ground. The electro-mechanical
relays in Figure B.12 were introduced for this reason. The parasitic capacitances to
ground associated with these were measured at 1-2pF, as opposed to several tens of
pF for the analog multiplexers.

B.5.3 Summary of ground connections

The observations of Section B.5.1 suggest using the ground connection scheme illus-
trated in Figure B.26. To eliminate electrostatic pickup, the Faraday cage is con-
nected to the shield around the power supply wires, which is in turn connected to
earth. As mentioned at the beginning of section B.5.1, the power supply ground
“com1” is connected to earth. To minimize the potential for ground loop pickup, the
earth-connections from the computer D/A and plug-in power supply will be kept in
close proximity to one another, as shown in the Figure. Finally, a branched ground
connection is used, wherein all grounds are established at a central “hub”.

B.6 Dynamic response of current source output

network

The stimulator current source and output network are redrawn in Figure B.27, with
the op-amp circuit replaced with an ideal current source. To simplify analysis, the
electrodes have been modeled with a resistor RL.
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B.6.1 Derivation of transfer function and natural frequencies

Here are the fundamental circuit equations for the network:

i(t) =
vf
Rf

+ Cf
dvf
dt

+ CB
dvB1

dt
,

vL
RL

= CB
dvB1

dt
= CB

dvB2

dt
,

vf = vL + vB1 + vB2.

Taking the derivative of the first equation and solving the system for di/dt yields

di

dt
= (Cf)

d2vL
dt2

+

(
1

RL‖Rf
+

2Cf

RLCB

)
dvL
dt

+

(
2

RfRLCB

)
vL.

Converting to the frequency domain, and noting that the load current iL is the
quotient of the load voltage vL and load resistance RL, we find that the transfer
function from stimulation current to load current is

IL(s)

I(s)
=

s/RLCf

s2 +
(

1/Cf

RL‖Rf
+ 2

RLCB

)
s+ 2

Rf Cf RLCB

The natural frequencies of this circuit are the roots of the characteristic equation,

s2 +

(
1/Cf

RL‖Rf
+

2

RLCB

)
s+

2

RfCfRLCB
= 0.

These roots are

s = −
[

1/2

(RL‖Rf )Cf
+

1

RLCB

]
±
√√√√[ 1/2

(RL‖Rf )Cf
+

1

RLCB

]2

− 2

RfCfRLCB
.

The resistance RL represents the series combination of two electrodes and the
bath. This should be somewhere between 100 kΩ and 1 MΩ. The feedback resistor
Rf is 10 MΩ. If we approximate RL � Rf , the roots of the characteristic equation
can be written

s ≈ −
(

1/2

RLCf
+

1

RLCB

)1 ±
√√√√√1 − 2(

Rf CB

RLCf

) (
1
2
+

Cf

CB

)2


 .

Noting further that Cf is 10pF and CB is 10nF, we see that Cf � CB. This being
the case, the term under the radical in the expression above is very close to 1. Taking
a first order approximation of the square root yields,
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s ≈ −
(

1/2

RLCf

+
1

RLCB

)2 − 1(
Rf CB

RLCf

) (
1
2
+

Cf

CB

)2




OR −
(

1/2

RLCf

+
1

RLCB

) 1(
Rf CB
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1
2
+

Cf
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Finally, making use again of the approximations RL � Rf and Cf � CB, we get

− 1

τ1
= s ≈ − 1

RLCf
OR − 1

τ2
= s ≈ − 2

RfCB

Fast Response Slow Response

B.6.2 Interpretation of circuit natural frequencies

The retina is stimulated using rectangular current pulses, so it is useful now to con-
sider the step response of the load current. Rather than doing a full solution, a bit
of circuit intuition will be used to predict the answer, and then comparisons with
measurements made to check the reasoning.

Fast natural frequency

First, consider the “fast” response, where the dynamics are governed by the time
constant τ1 = RLCf . On these time scales, the larger blocking capacitors CB are
essentially short circuits, and the current is used to charge up Cf . The (now) parallel
combination of RL and Rf is dominated by the smaller RL, so the dynamics are
essentially those of the simplified circuit of Figure B.28a. The step response of the
current iL(t) is given by

iL(t) = I
(
1 − e−t/RLCf

)
This response is drawn in Figure B.28b. Part c of the Figure illustrates the rela-
tively good agreement between predicted and measured responses for RL=240kΩ and
Cf=100pF.

Note that a larger capacitor Cf was used for this measurement than the normal
value of 10pF (see Figure B.7). For Cf=10pF, the step response of the current does
not resemble an exponential function, but instead exhibits a rapid rise time (less
than half a microsecond) and a 20% overshoot. A second, and perhaps related,
discrepancy is evident in the table of stimulator performance specifications given at
the beginning of section B.2.5. Below the table, it is noted that the 10%-90% rise
time was found to vary with the transconductance-setting resistor Rt. Neither the
non-exponential step response nor the variation of rise time with Rt is predicted by
the model of Figure B.27. This is most likely because for small feedback capacitances
the operational amplifier circuit is not well-modeled by an ideal current source.
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B.6. DYNAMIC RESPONSE 121

Slow natural frequency

Now consider the “slow” response, where the dynamics are governed by the time con-
stant τ2 = 1

2
RfCB. Looking at the circuit containing the ideal source and full output

network, we recognize that, at DC, the load current must be zero since the blocking
capacitors look like open circuits. We associate this second time constant with the
slower discharging of the CB’s when the total charge delivered by a stimulation wave-
form is nonzero. In this case, Cf can be assumed to always be at its “final” voltage,
since its dynamics are very fast on the time scale of interest here. We can therefore
use a quasistatic model and treat Cf as an open circuit. Combining the two series
CB’s, we redraw an approximate circuit in Figure B.29a.

The load current iL(t) is given by

iL(t) = Ioe
−t/ 1

2
(Rf +RL)CB

or, if we invoke the approximation RL � Rf ,

iL(t) ≈ Ioe−t/ 1
2
Rf CB

where

Io =
2Q

(Rf +RL)

and Q denotes the amount of leftover charge delivered by the stimulus. This approx-
imate response is shown in Figure B.29b.

Figure B.29c compares the measured (black) and predicted (superimposed white)
responses of the load current when an unbalanced charge Q=9nF is delivered by
a brief pulse of 10µA current. Again, the agreement between the theoretical and
measured responses is satisfactory.
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comparison of predicted and measured step responses. In (c), the measured step
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superimposed in white.



Appendix C

Investigations of Stimulus Artifact

C.1 Introduction

All experiments involving electric stimulation and recording suffer to some degree
from stimulus-induced distortion of the response signal. The distortion is called the
stimulus artifact, and is alternately referred to as the stimulus artefact or shock
artifact.

Stimulus artifacts make it difficult if not impossible to study neural responses
to electric stimulation. Consider for example Figure C.1, which depicts a recording
that was taken early in the experimental work of this thesis. The artifact is large
compared to a typical action potential, and substantially outlasts the stimulus. The
artifact is large enough and long enough, in fact, that the amplifier is saturated during
the interval where neural responses are expected to occur∗. Thus no useful data can
be obtained from this recording.

Stimulus artifacts can arise from any of a large number of sources. This chapter
details efforts to identify these sources in the instrument system (see Chapter 2 and
Appendix B) and to reduce their impact. An alternate approach, wherein signal pro-
cessing is employed to discover response signals in artifact-contaminated recordings,
was not pursued due to the not infrequent occurrence of amplifier saturation.

The material is presented in more or less the order in which the different ap-
proaches were tried. These efforts were not exhaustive, and many did not lead to a
significant improvement in signal quality, but they did, along with a sampling of the
relevant literature, help me to formulate a fairly broad view of the problem. This
view is presented at the end of the chapter.

∗Unlike light-generated ganglion cell responses (which lag the stimulus onset by tens to hundreds
of milliseconds), electrically generated ganglion cell responses can be initiated within a millisecond.
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Figure C.1: Example stimulus artifact.

C.2 Response amplifier considerations

C.2.1 Saturation and filters

The potential changes produced at the response amplifier input by electric stimulation
are often vastly larger than the expected response signal. These unusually large
inputs drive the response amplifier into saturation, where the amplifier’s behavior
can be unpredictable. The suggestion arises that substantial length is added to the
artifact by the amplifier circuit, as a result of being driven so far beyond its dynamic
range (Freeman, 1971; McGill et al., 1982; Ranck, 1981; Sherman-Gold, 1993). The
additional length might be attributed to erratic saturation behavior of individual
op-amp chips or to slow discharging of high pass filter capacitors.

To see how high pass filters can add length to stimulus artifacts, consider the
amplifier topology used for this thesis. A passive high-pass filter is placed prior to
the final stage of x25.4 gain to block DC offsets from earlier stages, as shown in
Figure B.16. Suppose now that a stimulus lasting 300µsec is applied, and that it
is sufficient to saturate the input to the high-pass filter for the entire duration of
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the stimulus. The saturation voltage driving the high-pass filter is roughly 5 volts
(i.e. the positive supply rail). Since the time constant of the high-pass filter is much
larger than than the interval of interest (8.2msec compared with 300µsec), the charge
deposited on the capacitor will be approximately

Q =
5V

82kΩ
×300µsec = 18.3nC.

If, when the stimulus is over, the output of the early gain stages returns immediately
to zero, the charge on .1µF capacitor will result in a voltage

V =
Q

C
=

18.3nC

0.1µF
= 0.183V.

This voltage is sufficient to saturate the final gain stage, and decays with a very slow
time constant of 8.2ms.

Note that the same principle could be applied to low-pass filters in the circuit,
though in practice the time constants associated with such filters are usually fast
enough to be of no consequence.

C.2.2 Sample and hold

Saturation problems and filter transients can sometimes be eliminated by inserting a
sample and hold into the amplifier circuit (Freeman, 1971; Roby and Lettich, 1975;
Sherman-Gold, 1993). Such a circuit is switched into “hold” mode just before stim-
ulation, to store the baseline voltage and prevent large signals from being passed to
later filters and stages of gain. When the stimulus is over, the circuit is switched back
to “sample” mode, hopefully allowing the neural response signals to pass undistorted.

The amplifiers used in this thesis contain a sample and hold circuit, placed at the
output of the x10 pre-amplifier (see Figure B.11 and Section B.4.3). Measurements
such as that shown in Figure C.2 revealed that the artifact persisted even when the
sample and hold circuit was used. Thus the artifact must have been present at the
input to the sample and hold circuit, and cannot be attributed to filter transients or
saturation of op-amps in the higher gain stages.

Incidentally, sample and hold circuits are sometimes employed even when the
artifact ends promptly with the stimulus. The reason is that it eliminates transients
from the signal which might be misinterpreted as physiologic signals by systems using
automated event extraction schemes (Freeman, 1971; Minzly et al., 1993; Roby and
Lettich, 1975).

C.2.3 Preamplifier input

The measurements above do not rule out the possibility that artifacts were generated
in the pre-amplifier which precedes the sample and hold circuit. Direct examination
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Figure C.2: Stimulus artifact, with sample and hold circuit activated.

of the preamplifier outputs, however, revealed that the preamplifiers did not saturate
even when long stimulus artifacts were observed. Hence the long artifact must have
been present at the preamplifier input.

Each preamplifier has a .01µF capacitor at its input (see Figure B.13) which
might contribute to the artifact. These capacitors prevent DC bias currents—needed
by the AD711 op-amps’ JFET inputs–from flowing through the electrodes, and also
to minimize offset drift. In a few tests a MOSFET input device (LMC6081) was used
instead of the AD711, and a direct connection was made from the recording electrode
to the op-amp input. Stimulus artifacts were not substantially reduced, indicating
that the input capacitor was not a primary contributor.

C.3 Stimulator-amplifier coupling

Stimulators are used to create electric fields in biological tissues, typically with the
intention to alter the membrane potentials of neurons. But these fields also produce
voltage drops across the inputs to neural response amplifiers, even when the stimulator
and amplifier are powered from isolated supplies. This unintended and undesirable
effect provides the simplest explanation for stimulus artifacts.

Artifacts can also be caused by currents flowing in parasitic coupling paths be-
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Figure C.3: Stimulus artifacts (right column) for two bipolar stimulating pairs sym-
metrically arranged with respect the the recording electrode (middle column). The
horizontal and vertical scales are the same for the two artifacts, which were both
recorded at electrode r.

tween the stimulating and recording circuits (McGill et al., 1982; Ranck, 1981), as
appears to have been the case in the measurements of Figure C.3. The Figure depicts
two measurements of the stimulus artifact, each using a unique pair of stimulating
electrodes. The stimulus artifacts recorded at electrode r (measured with respect
to a distant ground) were substantially different despite the symmetric layout of the
stimulating bipolar electrode pairs with respect to the recording electrode.

Though the exposed electrodes were laid out symmetrically, the wires which pro-
vided access to them were not. As shown in the lower left of Figure C.3, some
stimulating electrode access wires (solid) were closer to the recording electrode wire
(dashed) than others. When the artifact was largest, the stimulating electrode wires
were closest to the recording electrode wire.

This observation gave rise to the hypothesis that stimulus artifacts were produced
by leakage currents flowing between the stimulating and recording electrode wires.
Additional measurements supported this hypothesis. For example, shielding a record-
ing electrode’s access wires led to a dramatic reduction in the strength of the artifact.
This shielding experiment is described in Figure C.4. Also, a SPICE model incorpo-
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Figure C.4: Stimulus artifacts with and without shielding of the recording electrode.
Shielding was achieved by connecting the PC board wires adjacent to the recording
electrode wire to the recording ground (earth). These PC board wires map to wires
on the electrode array as described in Section 2.3.3. Note that the shielding could
have also altered the field distribution in the medium, though this effect should have
been limited since the stimulator was isolated from the recording ground.
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rating the hypothesized leakage pathways provided a reasonably accurate prediction
of the measured artifact, as shown in Figure C.5b. The simulated artifact tracks the
measured artifact quite well during the stimulus—a 200µs per phase biphasic pulse
pair with an intra-phase delay of 200µs (not shown)—but overshoots the baseline
(and perhaps decays back to zero) more rapidly than the measured artifact during
the 1-5ms interval.

The general layout of the circuit model appears in Figure C.5a. The parasitic
leakage paths between wires for each of the stimulating electrodes (B5 and A2 in
the Figure) and the recording electrode (B6) were characterized by placing a drop of
medium on the polyimide above the wires, being careful not to immerse the exposed
electrode surfaces. Small sinewaves between 1kHz and 100kHz were applied, and the
resulting data qualitatively fit to a parallel RC model for the wet polyimide. The
bathing medium assumed to be isopotential.

Each electrode impedance was modeled by an access resistance in series with a
parallel RC representing the electrode-electrolyte interface. The component values
were determined by measuring the load voltage as a 2ms step of current was injected
through a pair of electrodes. A full schematic of the SPICE model circuit, incorporat-
ing the electrode impedances and the current source output network (see Figure B.7)
is shown in Figure C.6.

It is interesting to note that the circuit topology of Figure C.5a will produce no
artifact if the leak impedances at the top and bottom of the circuit are equal. This
a consequence of the symmetry of the circuit: if leak impedances are equal and the
B5 and A2 impedances are equal, then no potential drop will be produced across the
B6 impedance. One might be able to make practical use of this observation if equal
electrode and leakage impedances could be assured, and if the shunt currents in the
leak paths were acceptably low. I did not attempt this approach, since there was a
straightforward way to raise the leak impedances.

The arrays used in the measurements above had a 1µm thick layer of polyimide
insulation. This thickness was raised to 10µm to decrease the capacitance of the
insulating layer. Furthermore a silicon nitride layer was added (see Figure 2.4) to
provide a barrier to ionic (resistive) current flow. These changes substantially raised
the leak impedances, which were so large as to be indistinguishable from the driving
impedance of the dry array (i.e. no fluid to provide a leak path) in parallel with a
10x scope probe (9MΩ || 20pF). More importantly, the changes led to a substantial
decrease in the artifact duration, as illustrated in Figure C.7.

With the improved isolation, stimulus artifacts usually ended abruptly when the
stimulus was over. At least in salt water. Unfortunately, the artifacts grew again
when a retina was placed on the array. To further reduce coupling in the tissue, the
electrodes were divided into separate clusters for stimulation and recording which
were spaced several hundred microns apart (see Figure 2.2). Care was also taken to
run the access wires for stimulation and recording to opposite edges of the array, to
reduce the chances for any additional leakage currents to flow between these.
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Figure C.5: A SPICE simulation reproduces the stimulus artifact to a fair degree.
(a) Simplified circuit; (b) Comparison of simulated and measured artifacts. For these
measurements the signal was examined prior to the final high pass filter and 25.4x
gain (see Figure B.16), to avoid artifact contributions from amplifier saturation or
filter transients.
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Figure C.7: Stimulus artifacts with old and new array insulation.

C.4 Stimulator considerations

C.4.1 Offsets and supply coupling

A simple control measurement was often performed, wherein artifacts were measured
while applying a zero-amplitude stimulus. Sometimes, surprisingly, substantial arti-
facts were recorded under these conditions. Two remedies helped reduce artifacts in
these cases. First, offsets in the current source—which can result in steps of stimu-
lation current when the stimulation waveform is set to zero—were nulled using the
potentiometers on the stimulator (see Section B.2.3). Second, these artifacts could
sometimes be reduced by running the preamplifiers from a different power supply
from the one used to for the remaining non-isolated instruments (i.e. the response
amplifier and the non-isolated side of the stimulator). Though both supplies shared
a common ground, it is possible that the change reduced coupling through positive
and/or negative supply rails.
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C.4.2 Series coupling capacitors

The stimulator has capacitors in series with its outputs to protect electrodes from
DC current. If the stimulation current waveform is not charge-balanced, there will be
charge left on these series coupling capacitors at the end of the stimulus. This charge
will decay through a loop consisting of the two series capacitors, the electrodes, and
the output impedance of the current source (see Section B.6.2). The dynamics of
the charge decay are potentially quite slow, and the discharging current functions
like additional stimulation current. Might this charge decay account for the slowly
decaying artifact?

Generally speaking, no, since charge-balanced pulses were almost always used. In a
few cases a more direct test was performed wherein the capacitors were short circuited.
The change had no effect on the stimulus artifact. Occasionally monophasic pulses
were applied, and artifacts were usually larger for these than for charge-balanced
biphasic pulses. The series coupling capacitors may played a significant role under
these conditions. On the other hand, the capacitance of the stimulating electrodes
themselves must also be reckoned with.

C.5 Electrode capacitance

C.5.1 Stimulating electrodes

Because stimulating electrodes have capacitive as well as resistive properties (Kovacs,
1994) they too can accumulate charge during stimulation. If any charge is left on
the electrode capacitance following stimulation, it will decay away slowly across the
electrode resistance.

The simple circuit model in Figure C.8 illustrates this idea. With the stimulator
in turned on (Figure C.8a) current passes through the electrode and charges the
electrode capacitance Ce. Even when (in fact, particularly when) a charge-balanced
stimulation waveform is used there will be net charge on Ce at the end of stimulation,
due to leakage through the electrode resistance Re. This net charge then decays
through the electrode resistance after the stimulator has been turned off, as shown in
Figure C.8b.

This decaying charge can be observed by closing a switch across the electrodes
immediately following stimulation, as in Figure C.8c. If the measuring resistance Rm

is smaller than the electrode resistance Re, closing the switch provides an effective
shunt path for discharging of the electrode capacitance. Figure C.8 shows the results
of making such an observation.

The decaying charge creates electric fields in the fluid (or in parasitic pathways
between stimulator and amplifier) which may be picked up as artifact. This this
contribution to the artifact might be reduced by shorting the stimulating electrodes
to each other following stimulation, as in Figure C.8 (though care should be taken
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not to discharge the electrodes through the stimulator’s series coupling capacitors).
Stimulators which do this have been reported previously (e.g. Del Pozo and Del-
gado (1978) )), though the motivation was usually to preserve the electrodes from
corrosion rather than to reduce stimulus artifacts. A related approach would be to
short stimulator outputs to ground following stimulation.

In a small number of measurements these two approaches were found to lead to
larger rather than smaller artifacts. It may be that DC potentials on stimulating
electrodes (due to electrochemical batteries at the electrode-electrolyte interfaces)
may have compounded the problem, or that other sources—that these techniques
would not remedy—dominated the artifacts.

C.5.2 Recording electrodes

Recording electrodes also have capacitance and hence can also accumulate charge.
Some attempts were made to use electronic switches to briefly short recording elec-
trodes to ground following stimulation, to relieve them of any lingering charge. If
decaying charge on the recording electrode was the primary source of stimulus arti-
facts, this technique might allow one to record undistorted nerve responses.

While simple in principle, implementation of this technique proved quite challeng-
ing and ultimately did not solve the problem. For example, the problem of switch
feedthrough had to be addressed. To try and null out the channel charge, the switch
was implemented with two MOSFETS—a p-channel device and an n-channel device.
By design, opening or closing the switch required that the two devices be driven
with opposite polarity steps, providing some cancellation of channel charge. Further-
more, the amplitude of control step on one of the devices could be manually adjusted
to optimize artifact rejection. Trimpots were provided for adjustment of both the
gate-to-source and gate-to-substrate voltages on this device.

Upon deployment of the switches, stimulus artifacts became time-variant. A stim-
ulus applied at 1Hz would produce artifacts of different sizes upon each presentation.
Adjusting the trimpots provided only momentary reduction of stimulus artifacts.

Then again, shorting to ground may not have been the best idea to begin with,
since electrode-electrolyte interfaces generate a nonzero battery potential (100mV in
one measurement) which can be drift-prone. Perhaps this was the source of time-
varying nature of the artifact in the previously described set of measurements. A
further effort was undertaken to sample the battery potential prior to stimulation
and then lock the amplifier input node to this potential during stimulus application.
This circuit was not successful either—artifacts still varied with time and could not
be effectively nulled out.
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C.6 Reducing stimulus artifacts: an overview

Though the investigations described in this appendix made possible a variety of useful
measurements (see Chapters 2 and 3), they by no means solved the problem com-
pletely. For future reference, this section provides a general overview of many causes
of and approaches to the problem of reducing stimulus artifacts.

C.6.1 What to look for

Two basic factors give rise to stimulus artifacts like the one in Figure C.1. First, a
coupling pathway between the stimulator and recording amplifier is necessary. This
might be an obvious pathway such as the tissue under study, or it might be a more
subtle pathway involving power supplies or parasitic impedances between the stimu-
lator and amplifier. Or it might be a combination of these. This first factor accounts
for the part of the artifact which occurs while the stimulus is active. A second factor
is required for the artifact to outlast the stimulus: the existence of one or more slowly
discharging capacitances. Such capacitors might be present in the stimulator, the
amplifier, or at electrode-electrolyte interfaces. Slowly unsaturating op-amps also fit
into this category. The capacitors might also be part of a parasitic coupling pathway
between the stimulator and amplifier.

C.6.2 What to do

1. Minimize coupling between the stimulator and amplifier. This can be
achieved by using separate supplies and grounds for the stimulator and amplifier,
keeping the amplifier input impedance as large as possible, and keeping the leads
for stimulating and recording electrodes as far from one another as possible and
shielded if possible. With regard to the shielding, recording electrodes should be
surrounded by conductors connected to the recording ground and stimulating
electrodes should be surrounded by driven shields at the same potentials.

2. Use “subtractive” methods There are several related approaches wherein
an estimate of the artifact signal is subtracted from the response signal prior to
amplification. For example, if a reasonable prediction of the stimulating field
distribution can be made and/or if the experimenter has flexibility in placing
recording electrodes, artifacts can sometimes be eliminated by recording dif-
ferentially and placing the + and - recording electrodes at different points on
an isopotential surface (McGill et al., 1982; Ranck, 1981). Another approach
utilized a single electrode for stimulation and recording. To estimate the po-
tential due to charge decay on this electrode, a second identical electrode (at a
remote location in the bathing medium) was stimulated with an identical stim-
ulus (Hentall, 1991). A third approach would be to use a computer and signal
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processing to estimate the artifact, perhaps based on an average or subthresh-
old measurement. If the artifacts saturate the amplifier under suprathreshold
conditions, it will be necessary to re-inject and subtract out a scaled version of
the estimate prior to high gain amplification. If amplifiers are not saturated, all
manipulations can be done directly on the amplifier output. Critical to all of
these methods is to generate an estimate which is reliable and free of response
components.

3. Identify and minimize slowly discharging capacitors. These may take
the form of parasitics between stimulating and recording electrodes or be present
in high-pass filters, at op-amp inputs, or at electrode-electrolyte interfaces. The
parasitics can sometimes be reduced by keeping stimulating and recording leads
far apart and by shielding, as described above. Op-amp input capacitances and
electrode interface capacitances can sometimes be reduced through the tech-
nique of negative capacitance compensation (Crapper and Noell, 1963; Green-
berg, 1998a).

4. Prevent capacitors from acquiring charge in the first place. Electronic
switches can sometimes be used to prevent capacitors from acquiring charge
during stimulation. For example, high pass filter capacitors can be protected
using a sample and hold circuit, as discussed in Section C.2.2.

5. Actively discharge capacitors. In principle, if slowly discharging capacitors
can be identified, one should be able to quickly discharge them using electronic
switches. In practice, getting such circuits to work may prove challenging,
especially if these capacitors reside at the input of a high gain amplifier (see
Section C.5.2).
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